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#### Abstract

The paper considers the brachistochronic motion of a wheeled vehicle on a horizontal plane surface. The objective is to transfer the vehicle from the specified initial position with given initial kinetic energy to the specified terminal position in minimum time with conserved total mechanical energy of the vehicle. The problem is solved by applying Pontryagin's maximum principle and singular optimal control theory. The projection of the reaction force of the horizontal plane applied on the front vehicle wheels onto the axis of the front vehicle axle is taken for a control variable. The cases of unbounded and bounded value of this projection are considered. The shooting method is used to solve the two-point boundary value problem arising from Pontryagin's maximum principle and singular optimal control theory.


Keywords Brachistochronic motion • Nonholonomic system • Wheeled vehicle • Optimal control

[^0]
## 1 Introduction

The subject of this research paper is a wheeled vehicle shown in Fig. 1. The motion of the vehicle is observed with respect to the fixed reference frame $O \xi \eta \zeta$ whose coordinate plane $O \xi \eta$ coincides with the horizontal plane of the vehicle motion. The moving coordinate frame $A x y z$ is rigidly attached to the vehicle body, so that the coordinate plane $A x y$ coincides with the plane $O \xi \eta$ where point $A$ represents the mass center of the front vehicle axle.

The unit vectors of the axes $x, y$, and $z$ are $\vec{i}, \vec{j}$, and $\vec{k}$, respectively. The axis $A x$ passes through the mass center $C$ of the vehicle body, and it is normal to the rear vehicle axle. Masses of the vehicle body and the front axle are $M_{1}$ and $M_{2}$, respectively. It is assumed that masses of the wheels and the rear axle are negligible. Let $J_{1}$ and $J_{2}$, respectively, be the moments of inertia of the vehicle body and the front axle about its central axes of inertia normal to the plane Axy, where $J_{1} \gg J_{2}$. The vehicle configuration relative to the frame $O \xi \eta \zeta$ is defined by a set of Lagrangian coordinates $\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$, where $q_{1}=\xi_{B}$ and $q_{2}=\eta_{B}$ are the Cartesian coordinates of the vehicle point $B$, $q_{3}=\varphi$ is the angle between the axes $O \xi$ and $A x$, while $q_{4}=\theta$ represents the angle between the axis $A y$ and the axis of the front axle. The point $B$ coincides with the middle of the rear axle. Further analysis refers to the case when point $A$ is prevented from moving in the direction of the front axle, whereas point $B$ is prevented from moving in the direction of the rear axle.

Fig. 1 A simplified model of the vehicle and its front axle


This means there is no side slipping of the front and rear wheels during the vehicle motion. Due to thus imposed restrictions on the vehicle motion, which can be written in the form of two ideal independent nonholonomic homogeneous constraints [1] :
$-\dot{\xi}_{B} \sin \varphi+\dot{\eta}_{B} \cos \varphi=0$,
$-\dot{\xi}_{A} \sin (\varphi+\theta)+\dot{\eta}_{A} \cos (\varphi+\theta)=0$,
horizontal reactions of the horizontal plane $O \xi \eta$ occur at the contact points between the wheels and the plane. The net reaction forces acting on the front and rear axles read, respectively:
$\overrightarrow{R_{A}}=-R_{A} \sin \theta \vec{i}+R_{A} \cos \theta \vec{j}, \quad \overrightarrow{R_{B}}=R_{B} \vec{j}$.

Note that as a consequence of the constraints imposed on the motion is that the velocity $\vec{V}$ of point $B$ has the direction of the axis $A x$, so the relations (1) and (2) can be also represented in the form:
$\dot{\xi}_{B}=V \cos \varphi, \quad \dot{\eta}_{B}=V \sin \varphi, \quad \dot{\varphi}=\frac{V}{l} \tan \theta$,
where $V=\vec{V} \cdot \vec{i}$ and $l=l_{1}+l_{2}$ is the distance between the rear and front axles. As in [2] it is taken that, during the motion, the vehicle is acted on by a driving force $\vec{F}_{1}=F_{1}(t) \vec{i}$ at point $B$ of the rear axle, as well as by an internal turning torque $\vec{L}_{1}=L_{1}(t) \vec{k}$ acted about the vertical axis $A z$. Further, differential equations of motion of the considered
vehicle will be generated using general theorems of dynamics [3]:
$\frac{\mathrm{d} \vec{K}}{\mathrm{~d} t}=\vec{F}_{R}^{s}, \quad \frac{\mathrm{~d} \vec{L}_{B}}{\mathrm{~d} t}+\vec{V} \times \vec{K}=\vec{M}_{B}^{s}$,
where $\vec{K}$ is the linear momentum of the vehicle, $\vec{L}_{B}$ is the angular momentum about point $B$ of the vehicle, $\vec{F}_{R}^{s}$ is the total external force, and $\vec{M}_{B}^{s}$ is the total moment of the external forces about point $B$. Note that in [2] the Hamel-Boltzmann and Maggi equations are used, while in [4] the Appell equations are chosen.

Projecting Eq. (5) on the axes of coordinate frame Axyz yields:
$M\left[\dot{V}-\left(l_{2}+\frac{M_{2}}{M} l_{1}\right) \omega^{2}\right]=F_{1}-R_{A} \sin \theta$,
$M\left[\omega V+\left(l_{2}+\frac{M_{2}}{M} l_{1}\right) \dot{\omega}\right]=R_{A} \cos \theta+R_{B}$,
$0=N_{1}+N_{2}-M g$,
$J^{*} \dot{\omega}+J_{2} \ddot{\theta}+M\left(l_{2}+\frac{M_{2}}{M} l_{1}\right) \omega V=R_{A} l \cos \theta$,
$0=M_{1} g l_{2}+M_{2} g l-N_{2} l$,
where $\omega=\dot{\varphi}$ is the vehicle body angular velocity, $M=M_{1}+M_{2}, J=J_{1}+J_{2}, J^{*}=M_{1} l_{2}^{2}+M_{2} l^{2}+J$ is the moment of inertia of the vehicle about the axis $B \zeta, N_{1}$ and $N_{2}$, respectively, are normal reactions of the horizontal plane on the rear and front axles, $g$ is the gravity acceleration, and $\cos \theta=V / \sqrt{V^{2}+l^{2} \omega^{2}}$ (see Fig. 1). Further, the differential equation of the front axle rotation about the axis $A z$ reads:
$J_{2}(\dot{\omega}+\ddot{\theta})=L_{1}$.
Now, based on Eqs. (6)-(11) it is possible to determine the reactions of nonholonomic constraints, as well as the driving force and the turning torque required to realize motion as follows:
$R_{A}(t)=\frac{1}{l} \frac{\sqrt{V^{2}+l^{2} \omega^{2}}}{V}\left[J^{*} \dot{\omega}\right.$

$$
\begin{equation*}
\left.+\left(M l_{2}+M_{2} l_{1}\right) \omega V+J_{2} \ddot{\theta}\right], \tag{12}
\end{equation*}
$$

$R_{B}(t)=\frac{1}{l}\left[M_{1} l_{1} \omega V+\left(M_{1} l_{1} l_{2}-J\right) \dot{\omega}-J_{2} \ddot{\theta}\right]$,
$F_{1}(t)=M \dot{V}+\frac{\omega}{V}\left(J^{*} \dot{\omega}+J_{2} \ddot{\theta}\right)$,
$L_{1}(t)=J_{2}(\dot{\omega}+\ddot{\theta})$,
as well as the reactions $N_{1}$ and $N_{2}$ :
$N_{1}=\frac{M_{1} l_{1} g}{l}$,
$N_{2}=\frac{M_{1} g l_{2}}{l}+M_{2} g$.
From above equations it is obvious that the reactions $N_{1}$ and $N_{2}$ are constant during the vehicle motion.

The kinetic energy of the vehicle reads:
$T=\frac{1}{2}\left(M V^{2}+J^{*} \omega^{2}+2 J_{2} \omega \dot{\theta}+J_{2} \dot{\theta}^{2}\right)$.
Since the power of the active control forces equals zero, the law of conservation of total mechanical energy of the vehicle holds:
$\frac{\mathrm{d} T}{\mathrm{~d} t}=F_{1} V+L_{1} \dot{\theta}=0$,
that is:
$\Phi(V, \omega) \equiv M V^{2}+J^{*} \omega^{2}+2 J_{2} \omega \dot{\theta}+J_{2} \dot{\theta}^{2}-2 T_{0}=0$,
where $T_{0}$ is the kinetic energy of the vehicle at the initial instant $t_{0}=0$.

Note that differential equations of the vehicle motion (6), (7), (9), and (11), as well as the reactions of nonholonomic constraints and the driving force and torque (12)-(15) are obtained in accordance with the constraints (1) and (2). Taking this into account and the Coulomb friction laws, necessary dynamic conditions for the realization of motion in accordance with the constraints (1) and (2) are that the magnitudes of interaction
forces between the front and rear vehicle wheels and the horizontal plane of vehicle motion do not exceed the corresponding limit values of the Coulomb dry friction forces [2]. In accordance with aforesaid, the following inequalities [2]:
$\mu_{2}(t) N_{2}=\left|R_{A}\right|<F_{2}^{\mathrm{fr}}=\mu N_{2}$,
$\mu_{1}(t) N_{1}=F_{B}=\sqrt{R_{B}^{2}+F_{1}^{2}}<F_{1}^{\mathrm{fr}}=\mu N_{1}$,
must hold where $F_{1}^{\mathrm{fr}}$ and $F_{2}^{\mathrm{fr}}$ are the dry friction forces between the rear and front wheels and the horizontal plane, respectively; $\mu_{1}$ and $\mu_{2}$, respectively, are laws of change of minimum required value of the coefficients of sliding friction between the rear and front wheels and the plane of motion; $\mu$ is the coefficient of dry friction between the front and rear wheels and the plane of motion. Let us emphasize that in the conditions (22) it has been taken into account that the interaction force between the wheels on the rear axle and the horizontal plane is determined by the vector sum of the driving force $\vec{F}_{1}$ and the reaction of nonholonomic constraint $\vec{R}_{B}$ (see [2]). The corresponding dynamic conditions for the realization of motion in case of the absence of the driving forces $\vec{F}_{1}$ are derived in [4].

The objective of this paper is to analyze the brachistochronic motion of the described vehicle. In that regard, the paper is based on the ideas and approaches presented in references [5-7] . To the best of the authors' knowledge the results concerning the brachistochronic motion of this vehicle type have not been reported elsewhere before. For the problem of controlling the motion of this type of vehicle along a given trajectory see $[8,9]$. In the next section, the formulation of the brachistochrone problem for the considered vehicle is given.

## 2 Optimal control problem formulation

In order to define state equations that describe the motion of the considered system in the state space, it is necessary first to express $\dot{\omega}$ and $\dot{V}$ as a function of defined state quantities and their time derivatives. The relation $J_{2} \ll J_{1}$ will be further employed to obtain a simpler form of the state equations. Namely, by omitting the third term in Eq. (12) and solving for $\dot{\omega}$, it is obtained:

$$
\begin{equation*}
\dot{\omega}=\frac{l}{J^{*}} \frac{V}{\sqrt{V^{2}+l^{2} \omega^{2}}} R_{A}-\frac{\omega}{J^{*}}\left(l_{2} M+l_{1} M_{2}\right) V . \tag{23}
\end{equation*}
$$

Further, omitting the terms $2 J_{2} \omega \dot{\theta}$ and $J_{2} \dot{\theta}^{2}$ in Eq. (18) and performing the time derivative of such simplified expression of the kinetic energy yields:

$$
\begin{equation*}
\dot{V}=-\frac{l \omega}{M \sqrt{V^{2}+l^{2} \omega^{2}}} R_{A}+\frac{\omega^{2}}{M}\left(l_{2} M+l_{1} M_{2}\right) \tag{24}
\end{equation*}
$$

where Eq. (23) is taken into account. Now, in accordance with Eqs. (4), (23), and (24), the requested state equations read:

$$
\begin{align*}
\dot{\xi}_{B} & =V \cos \varphi, \dot{\eta}_{B}=V \sin \varphi, \dot{\varphi}=\omega  \tag{25}\\
\dot{\omega} & =\frac{l}{J^{*}} \frac{V}{\sqrt{V^{2}+l^{2} \omega^{2}}} u-\frac{\omega}{J^{*}}\left(l_{2} M+l_{1} M_{2}\right) V  \tag{26}\\
\dot{V} & =-\frac{l \omega}{M \sqrt{V^{2}+l^{2} \omega^{2}}} u+\frac{\omega^{2}}{M}\left(l_{2} M+l_{1} M_{2}\right), \tag{27}
\end{align*}
$$

where the control variable $u$ is defined as $u=R_{A}$. Note that the realization of the vehicle brachistochronic motion is achieved by both the active control force $\vec{F}_{1}$ and the active control torque $\vec{L}_{1}$.

Let the values of the state variables $\xi_{B}, \eta_{B}$, and $\varphi$ and the initial kinetic energy $T_{0}$ of the vehicle be specified at the beginning of motion on the manifold:

$$
\begin{align*}
& t_{0}=0, \quad \xi_{B}\left(t_{0}\right)=0, \quad \eta_{B}\left(t_{0}\right)=0, \quad \varphi\left(t_{0}\right)=0  \tag{28}\\
& M V^{2}\left(t_{0}\right)+J^{*} \omega^{2}\left(t_{0}\right)-2 T_{0}=0 \tag{29}
\end{align*}
$$

as well as the values of the state variables $\xi_{B}, \eta_{B}$, and $\varphi$ at the terminal position of the vehicle on the manifold:
$t=t_{\mathrm{f}}, \quad \xi_{B}\left(t_{\mathrm{f}}\right)=a, \quad \eta_{B}\left(t_{\mathrm{f}}\right)=b, \quad \varphi\left(t_{\mathrm{f}}\right)=\varphi_{\mathrm{f}}$,
where $t_{\mathrm{f}}$ is free and represents the instant corresponding to the terminal state of the vehicle.

For the vehicle, whose motion is described by the differential equations (25)-(27), the problem of brachistochronic motion consists of determining the optimal control $u$ and the state variables $\xi_{B}, \eta_{B}$, and $\varphi$, so that the vehicle moves from the initial state on the manifold (28), (29) to the terminal state on the manifold (30), with conserved total mechanical energy (20), in minimum time $t_{\mathrm{f}}$. This can be expressed in terms of the condition that the functional
$I=\int_{t_{0}}^{t_{\mathrm{f}}} \mathrm{d} t$
on the interval $\left[t_{0}, t_{\mathrm{f}}\right]$ has a minimum value.

Here, it should be pointed out that the brachistochrone problem and the minimum time optimal control problems (see e.g., [10-13]) are very similar. The difference between these two types of optimal control problems is that in the minimum time optimal control problems the request for the conservation of total mechanical energy of the controlled mechanical system is not imposed on control forces.

## 3 Optimal control in the case of unbounded reaction forces

In order to solve the posed problem by Pontryagin's maximum principle [14,15], the Hamiltonian (Pontryagin's function) is formed:

$$
\begin{align*}
H= & \lambda_{0}+\lambda_{\xi} V \cos \varphi+\lambda_{\eta} V \sin \varphi+\lambda_{\varphi} \omega \\
& +\lambda_{\omega}\left[\frac{l}{J^{*}} \frac{V}{\sqrt{V^{2}+l^{2} \omega^{2}}} u-\frac{\omega}{J^{*}}\left(l_{2} M+l_{1} M_{2}\right) V\right] \\
& +\lambda_{V}\left[-\frac{l \omega}{M \sqrt{V^{2}+l^{2} \omega^{2}}} u+\frac{\omega^{2}}{M}\left(l_{2} M+l_{1} M_{2}\right)\right] \tag{32}
\end{align*}
$$

where $\lambda_{0}=$ const. $\leq 0, \lambda_{\xi}, \lambda_{\eta}, \lambda_{\varphi}, \lambda_{\omega}$, and $\lambda_{V}$ are costates and where it can be taken that $\lambda_{0}=-1$ (see [14]). For the needs of further considerations, a switching function $H_{1}$ is defined as follows:
$H_{1}=\frac{\partial H}{\partial u}=\frac{l}{\sqrt{V^{2}+l^{2} \omega^{2}}}\left(\lambda_{\omega} \frac{V}{J^{*}}-\lambda_{V} \frac{\omega}{M}\right)$.
Now, based on Eqs. (32) and (33), the Hamiltonian $H$ can be written in the form:
$H=H_{0}+H_{1} u$,
where

$$
\begin{align*}
H_{0}= & -1+\lambda_{\xi} V \cos \varphi+\lambda_{\eta} V \sin \varphi+\lambda_{\varphi} \omega \\
& -\lambda_{\omega}\left(l_{2} M+l_{1} M_{2}\right) V \frac{\omega}{J^{*}} \\
& +\lambda_{V}\left(l_{2} M+l_{1} M_{2}\right) \frac{\omega^{2}}{M} \tag{35}
\end{align*}
$$

Such a case, when the Hamiltonian is linear in the control $u$, is known as the singular control case [15], where the optimal control $u$ cannot be explicitly determined from the necessary optimality condition:
$H_{1}=0$.

If the control $u$ belongs to an open set, as is the case in this section, condition (36) represents the only requirement for determining an optimal control. For the case of bounded constraint reaction, which is the subject of analysis in the next section, an optimal control represents a combination of singular and bang-bang controls.

Taking into account the boundary conditions (28)(30) and the fact that time does not explicitly appear in the state equations (25)-(27), this problem of optimal control can be solved by directly applying Theorem 3 (see [14]) that also involves the application of Theorem 1 (see [14]).

Based on Eq. (32), the corresponding costate equations [14,15] read:

$$
\begin{align*}
\dot{\lambda}_{\xi}= & 0, \quad \dot{\lambda}_{\eta}=0,  \tag{37}\\
\dot{\lambda}_{\varphi}= & \left(\lambda_{\xi} \sin \varphi-\lambda_{\eta} \cos \varphi\right) V,  \tag{38}\\
\dot{\lambda}_{\omega}= & -\lambda_{\varphi}+\lambda_{\omega}\left[\left(l_{2} M+l_{1} M_{2}\right) V+\frac{l^{3} \omega V}{\left(V^{2}+l^{2} \omega^{2}\right)^{\frac{3}{2}}} u\right] \frac{1}{J^{*}} \\
& +\lambda_{V}\left[\frac{l V^{2}}{\left(V^{2}+l^{2} \omega^{2}\right)^{\frac{3}{2}}} u-2 \omega\left(l_{2} M+l_{1} M_{2}\right)\right] \frac{1}{M}, \tag{39}
\end{align*}
$$

$\dot{\lambda}_{V}=-\lambda_{\xi} \cos \varphi-\lambda_{\eta} \sin \varphi$

$$
\begin{align*}
& +\lambda_{\omega}\left[l_{2} M+l_{1} M_{2}-\frac{l^{3} \omega}{\left(V^{2}+l^{2} \omega^{2}\right)^{\frac{3}{2}}} u\right] \frac{\omega}{J^{*}} \\
& -\lambda_{V} \frac{l V}{\left(V^{2}+l^{2} \omega^{2}\right)^{\frac{3}{2}}} u \frac{\omega}{M}, \tag{40}
\end{align*}
$$

from where it follows that $\lambda_{\xi}=$ const. and $\lambda_{\eta}=$ const. Further, the boundary conditions (28)-(30) imply the transversality conditions [14] at the initial and terminal positions, respectively, as follows:

$$
\begin{align*}
& \lambda_{\omega}(0) M V(0)-\lambda_{V}(0) J^{*} \omega(0)=0,  \tag{41}\\
& \lambda_{\omega}\left(t_{\mathrm{f}}\right)=0, \quad \lambda_{V}\left(t_{\mathrm{f}}\right)=0 . \tag{42}
\end{align*}
$$

Note that the transversality conditions (41) and (42) also satisfy the optimality condition (36). Since $t_{\mathrm{f}}$ is free, in solving the system of Eqs. (25)-(27) and (37)(40) the boundary and transversality conditions (28), (29), (30), (41), and (42) should be adjoined by the condition that the value of the Hamiltonian equals zero at any instant (see Theorem 1 [14]):
which, taking into account Eq. (42), leads to the following condition at the terminal instant $t_{\mathrm{f}}$ :

$$
\begin{align*}
& -1+\lambda_{\xi} V\left(t_{\mathrm{f}}\right) \cos \varphi\left(t_{\mathrm{f}}\right)+\lambda_{\eta} V\left(t_{\mathrm{f}}\right) \sin \varphi\left(t_{\mathrm{f}}\right) \\
& \quad+\lambda_{\varphi}\left(t_{\mathrm{f}}\right) \omega\left(t_{\mathrm{f}}\right)=0 . \tag{44}
\end{align*}
$$

Now, the procedure of determining the optimal control $u$ consists of further differentiating the switching function $H_{1}$ with respect to time in accordance with Eqs. (25)-(27) and (37)-(40), as long as the control $u$ appears explicitly. For this purpose, the Poisson bracket formalism is employed [17] as follows:
$\dot{H}_{1}=\left\{H_{1}, H\right\}=\left\{H_{1}, H_{0}\right\}+\left\{H_{1}, H_{1}\right\} u=0$.

Based on Eq. (36) and the fact that in the case of a singular control along an optimal state-space trajectory the following relation holds (see [17]):
$\left\{H_{1}, H_{1}\right\}=0$,
it is obtained that:
$\left\{H_{1}, H_{0}\right\}=0$.

Further differentiating Eq. (45) with respect to time yields:
$\ddot{H}_{1}=\left\{\left\{H_{1}, H_{0}\right\}, H_{0}\right\}+\left\{\left\{H_{1}, H_{0}\right\}, H_{1}\right\} u=0$.
Now, it is possible to determine the first-order singular control in the form:
$u=-\frac{\left\{\left\{H_{1}, H_{0}\right\}, H_{0}\right\}}{\left\{\left\{H_{1}, H_{0}\right\}, H_{1}\right\}}$.
If
$\left\{\left\{H_{1}, H_{0}\right\}, H_{1}\right\}=0$,
it is necessary to continue the differentiating procedure of the expression (48). The Kelley necessary optimality condition (also known as the generalized LegendreClebsch condition) for singular control of the first order $[15,18]$ can be written by means of the Poisson brackets [17] as follows:
$\left\{\left\{H_{1}, H_{0}\right\}, H_{1}\right\}>0$.

Now, in accordance with Eqs. (33) and (36), it is obtained that:
$\lambda_{\omega}=\frac{J^{*} \omega}{M V} \lambda_{V}$.
Based on Eqs. (20), (35), (36), (43), (47), and (52) one has that
$\lambda_{\varphi}=\frac{J^{*} \omega}{2 T_{0}}, \quad V=\frac{2 T_{0}}{M}\left(\lambda_{\xi} \cos \varphi+\lambda_{\eta} \sin \varphi\right)$,
from where, based on the initial state of the system (28) and (29), the initial velocity of point $B$ can be determined as:
$V_{0}=\frac{2 T_{0}}{M} \lambda \xi$.
Finally, based on Eqs. (33), (35), (49), (52), and (53), the singular control of the first order takes the form:

$$
\begin{align*}
u= & \frac{\sqrt{V^{2}+l^{2} \omega^{2}}}{l}\left[2 T_{0}\left(\lambda_{\xi} \sin \varphi-\lambda_{\eta} \cos \varphi\right)\right. \\
& \left.+\omega\left(l_{2} M+l_{1} M_{2}\right)\right], \tag{55}
\end{align*}
$$

while the Kelley optimality condition (51) becomes:
$\left\{\left\{H_{1}, H_{0}\right\}, H_{1}\right\}=\frac{l^{2}}{J * M\left(V^{2}+l^{2} \omega^{2}\right)}>0$.
It can be deduced from Eq. (56) that the Kelley optimality condition is satisfied for $\forall t \in\left[t_{0}, t_{\mathrm{f}}\right]$. For the needs of further considerations, the relation (47) can be written, in accordance with Eqs. (52) and (53), in the form:

$$
\begin{align*}
\left\{H_{1}, H_{0}\right\}= & \frac{l \omega}{2 T_{0} M \sqrt{V^{2}+l^{2} \omega^{2}}}\left[2 T _ { 0 } \left(\lambda_{\xi} \cos \varphi\right.\right. \\
& \left.\left.+\lambda_{\eta} \sin \varphi\right)-M V\right]=0 . \tag{57}
\end{align*}
$$

Substituting the expressions (53) and (55) into the state Eqs. (25)-(27) yields:

$$
\begin{align*}
\dot{\xi}_{B}= & \frac{2 T_{0}}{M}\left(\lambda_{\xi} \cos \varphi+\lambda_{\eta} \sin \varphi\right) \cos \varphi, \\
\dot{\eta}_{B}= & \frac{2 T_{0}}{M}\left(\lambda_{\xi} \cos \varphi+\lambda_{\eta} \sin \varphi\right) \sin \varphi,  \tag{58}\\
\dot{\varphi}= & \frac{2 T_{0}}{J^{*}} \lambda_{\varphi}, \quad \dot{\omega}=\frac{4 T_{0}^{2}}{M J^{*}}\left(\lambda_{\xi} \cos \varphi\right. \\
& \left.+\lambda_{\eta} \sin \varphi\right)\left(\lambda_{\xi} \sin \varphi-\lambda_{\eta} \cos \varphi\right),  \tag{59}\\
\dot{V}= & \frac{4 T_{0}^{2}}{M J^{*}}\left(-\lambda_{\xi} \sin \varphi+\lambda_{\eta} \cos \varphi\right) \lambda_{\varphi}, \tag{60}
\end{align*}
$$

whereas, based on Eqs. (52), (53), and (55), the costate equations (37)-(40) become:

$$
\begin{align*}
& \dot{\lambda}_{\xi}=0, \quad \dot{\lambda}_{\eta}=0, \\
& \dot{\lambda}_{\varphi}=\frac{2 T_{0}}{M}\left(\lambda_{\xi} \cos \varphi+\lambda_{\eta} \sin \varphi\right)\left(\lambda_{\xi} \sin \varphi-\lambda_{\eta} \cos \varphi\right), \tag{62}
\end{align*}
$$

$\dot{\lambda}_{\omega}=-\lambda_{\varphi}+\frac{2 T_{0}}{M}\left(\lambda_{\xi} \sin \varphi-\lambda_{\eta} \cos \varphi\right)$,
$\dot{\lambda}_{V}=\frac{2 T_{0}\left(-\lambda_{\xi} \sin \varphi+\lambda_{\eta} \cos \varphi\right)}{J^{*}\left(\lambda_{\xi} \cos \varphi+\lambda_{\eta} \sin \varphi\right)} \lambda_{\varphi} \lambda_{V}$

$$
-\left(\lambda_{\xi} \cos \varphi+\lambda_{\eta} \sin \varphi\right),
$$

$-1+\frac{2 T_{0}}{J^{*}} \lambda_{\varphi}^{2}+\frac{2 T_{0}}{M}\left(\lambda_{\xi} \cos \varphi+\lambda_{\eta} \sin \varphi\right)^{2}=0$.
Also, from Eq. (65), for the initial instant $t_{0}$ one has
$\lambda_{\varphi}^{2}\left(t_{0}\right)=\frac{J^{*}}{2 T_{0}}\left(1-\frac{2 T_{0}}{M} \lambda_{\xi}^{2}\right)$,
from where one can give a global estimation of the value of the costate variable $\lambda_{\xi}$
$-\sqrt{\frac{M}{2 T_{0}}} \leq \lambda_{\xi} \leq \sqrt{\frac{M}{2 T_{0}}}$,
whereas the estimation of the value of the costate variable $\lambda_{\eta}$ can be given based on the value of angle $\varphi_{\mathrm{f}}$ and Eqs. (20) and (53) in the form:

$$
\begin{equation*}
-\sqrt{\frac{M}{2 T_{0}}} \cot \frac{\varphi_{\mathrm{f}}}{2} \leq \lambda_{\eta} \leq \sqrt{\frac{M}{2 T_{0}}} \cot \frac{\varphi_{\mathrm{f}}}{2}, \quad \forall \varphi_{\mathrm{f}} \neq 0 . \tag{68}
\end{equation*}
$$

Solving the two-point boundary value problem determined by Eqs. (28), (29), (30), (58)-(60), (61)-(64), and (66) is based on the shooting method [19]. A threeparameter shooting consists of determining unknown values of the costate variables $\lambda_{\xi}$ and $\lambda_{\eta}$, as well as a minimum required time $t_{\mathrm{f}}$. The procedure of determining unknown parameters by shooting method consists of "shooting" the coordinates of the terminal state (30), in accordance with Eqs. (58)-(60) and (61)-(64), for the known initial state (28) and (29) as well as for (66). The application of the shooting method requires

## Springer

Fig. 2 a Crossing of the surfaces
$\xi_{B}\left(t_{\mathrm{f}}\right)=f_{\xi}\left(\lambda_{\xi}, \lambda_{\eta}, t_{\mathrm{f}}\right)$, $\eta_{B}\left(t_{\mathrm{f}}\right)=f_{\eta}\left(\lambda_{\xi}, \lambda_{\eta}, t_{\mathrm{f}}\right)$, and $\varphi\left(t_{\mathrm{f}}\right)=f_{\varphi}\left(\lambda_{\xi}, \lambda_{\eta}, t_{\mathrm{f}}\right)$ for $\varphi_{\mathrm{f}}=\pi / 2, \mathbf{b}$ crossing of the curves $p_{\mathrm{f}}=f_{p}\left(\lambda_{\xi}, t_{\mathrm{f}}\right)$, $q_{\mathrm{f}}=f_{q}\left(\lambda_{\xi}, t_{\mathrm{f}}\right)$ for $\varphi_{\mathrm{f}}=\pi / 2$

(a)

(b)
the estimation of intervals containing the values of parameters to be determined. Based on estimates for the interval of values of the costate variables $\lambda_{\xi}$ and $\lambda_{\eta}$, given by the inequalities (67) and (68), it can be stated that all solutions for the respective two-point boundary value problem are certainly found within the given intervals, thereby the global minimum time in the brachistochronic motion of the vehicle. For the case of multiple solutions of the maximum principle, global minimum is the solution that has minimum value of the time $t_{\mathrm{f}}$.

In solving the two-point boundary value problem, the following relations can be established in a numerical form:

$$
\begin{align*}
\xi_{B}\left(t_{\mathrm{f}}\right) & =f_{\xi}\left(\lambda_{\xi}, \quad \lambda_{\eta}, \quad t_{\mathrm{f}}\right), \quad \eta_{B}\left(t_{\mathrm{f}}\right) \\
& =f_{\eta}\left(\lambda_{\xi}, \quad \lambda_{\eta}, \quad t_{\mathrm{f}}\right), \quad \varphi\left(t_{\mathrm{f}}\right)=f_{\varphi}\left(\lambda_{\xi}, \quad \lambda_{\eta}, t_{\mathrm{f}}\right) \tag{69}
\end{align*}
$$

Each of the surfaces in Eq. (69) conforms to the fulfillment of one end condition on the manifold (30), respectively. The surfaces (69) can be graphically represented in the three-dimensional $\lambda_{\xi}, \lambda_{\eta}, t_{\mathrm{f}}$-space of unknown parameters, where the solution to the two-point boundary value problem is found at the intersection of these surfaces.

The considered two-point boundary value problem is solved for the following values of the parameters:

$$
\begin{aligned}
T_{0} & =1000 \frac{\mathrm{kgm}^{2}}{\mathrm{~s}^{2}}, \varphi\left(t_{\mathrm{f}}\right) \\
& =\frac{\pi}{2}, \quad M_{1}=1000 \mathrm{~kg}, M_{2}=110 \mathrm{~kg}
\end{aligned}
$$

$$
\begin{align*}
J_{1} & =1500 \mathrm{kgm}^{2}, \quad J_{2}=30 \mathrm{kgm}^{2}, l_{1}=0.75 \mathrm{~m}, l_{2}=1.65 \mathrm{~m}, a \\
& =5 \mathrm{~m}, b=5 \mathrm{~m} . \tag{70}
\end{align*}
$$

Based on Eqs. (67), (68), and (70), the estimated values of the costate variables $\lambda_{\xi}$ and $\lambda_{\eta}$ read:

$$
\begin{align*}
-0.74498 & \leq \lambda_{\xi} \leq 0.74498 \\
-0.74498 & \leq \lambda_{\eta} \leq 0.74498 \tag{71}
\end{align*}
$$

which is also graphically represented in Fig. 2. Finally, for the given values of the parameters, one has that $t_{\mathrm{f}}=$ $6.22571 \mathrm{~s}, \lambda_{\xi}=0.51219 \mathrm{~s} / \mathrm{m}$, and $\lambda_{\eta}=0.51219 \mathrm{~s} / \mathrm{m}$.

As above mentioned, global minimum of the time of the brachistochronic motion of the vehicle as well as the values of the costate variables $\lambda_{\xi}$ and $\lambda_{\eta}$ can be also determined based on the graphical representation of the solution of the system of nonlinear equations (69), as shown in Fig. 2a. It is evident from Fig. 2a that the solution to the considered two-point boundary value problem is unique, that is, the surfaces intersect at one point.

Note that the solution of the two-point boundary value problem considered may be determined in an another way. Namely, it is possible now to determine the intersections of the surfaces (69) as:

$$
\begin{align*}
p_{\mathrm{f}}= & f_{\xi}\left(\lambda_{\xi}, \quad \lambda_{\eta}, \quad t_{\mathrm{f}}\right) \cap f_{\varphi}\left(\lambda_{\xi}, \lambda_{\eta}, \quad t_{\mathrm{f}}\right), \quad q_{\mathrm{f}} \\
& =f_{\eta}\left(\lambda_{\xi}, \quad \lambda_{\eta}, \quad t_{\mathrm{f}}\right) \cap f_{\varphi}\left(\lambda_{\xi}, \quad \lambda_{\eta}, \quad t_{\mathrm{f}}\right), \tag{72}
\end{align*}
$$

where $p_{\mathrm{f}}$ and $q_{\mathrm{f}}$ are the space curves represented by the following dependencies established in numerical form:
$p_{\mathrm{f}}=f_{p}\left(\lambda_{\xi}, t_{\mathrm{f}}\right), \quad q_{\mathrm{f}}=f_{q}\left(\lambda_{\xi}, t_{\mathrm{f}}\right)$.

Fig. 3 Trajectories of the point $B$ and the vehicle mass center $T$


Fig. 4 Graphs of the angle $\varphi$ and the angular velocity $\omega$

Now, the solution of the two-point boundary value problem considered can be represented geometrically by the crossing points of the curves (73). This approach allows easy observation of the crossing points. The implementation of the method of crossing of curves (73) shown in Fig. 2b is realized by means of the builtin ContourPlot3D() function of the software package Mathematica. In Fig. 3 the trajectories of point $B$ and the vehicle mass center are shown, while in Figs. 4, 5 , 6 , and 7 the changes versus time of the quantities $\varphi, \omega, \theta, V, R_{A}, R_{B}, F_{1}$, and $L_{1}$, respectively, are depicted.

Based on previous considerations, now it is possible to determine the laws of change of minimum required sliding friction coefficients $\mu_{1}$ and $\mu_{2}$ determined by the inequalities (21) and (22), as shown in Fig. 8. In accordance with Eq. (70), the normal reactions of the horizontal plane amount to $N_{1}=3065.6 \mathrm{~N}$ and $N_{2}=$ 7823.5 N.

The simultaneous fulfillment of conditions (21) and (22) leads to the conclusion (see Fig. 8) that minimum required value of the sliding friction coefficient is determined by $\mu_{2}\left(t_{\mathrm{f}}\right)=\left|R_{A}\left(t_{\mathrm{f}}\right)\right| / N_{2}=0.14789$.

This shows that the realization of brachistochronic motion in accordance with the nonholonomic constraints (1) and (2) can be achieved only by the singular control if the sliding friction coefficient between the vehicle wheels and horizontal plane satisfies the inequality $\mu>0.14789$.

Now, let us show, by using the obtained numerical solution of the problem, why it is justifiable to neglect particular terms in Eq. (18) in deriving state equations (25)-(27). Namely, the ratio of trade between the neglected part of kinetic energy, $T^{*}=$ $\left(2 J_{2} \omega \dot{\theta}+J_{2} \dot{\theta}^{2}\right) / 2$, and used part of kinetic energy, $T=$ $\left(M V^{2}+J^{*} \omega^{2}\right) / 2$, denoted by $\Delta T=\left|T^{*} / T\right| \cdot 100 \%$, is shown in Fig. 9. By observing Fig. 9 it is noted that the maximum value of the quantity $\triangle T$ is lower than

Fig. 5 Graphs of the angle $\theta$ and the speed $V$


Fig. 6 Graphs of the reactions of constraints $R_{A}$ and $R_{B}$


Fig. 7 Graphs of the driving force $F_{1}$ and the turning torque $L_{1}$


$1 \%$, whereby the justification of neglecting mentioned terms in Eq. (18) is shown.

Also, the vehicle kinetic energy can be represented as $T=T_{\text {tr }}+T_{\text {rot }}$ where $T_{\text {tr }}=M V^{2} / 2$ is the vehicle kinetic energy referring to translational motion of
the vehicle body with velocity $\vec{V}$ and $T_{\text {rot }}=J^{*} \omega^{2} / 2$ represents the vehicle kinetic energy referring to rotational motion of the vehicle body around axis $B \zeta$. By observing Fig. 10 it can be noted that there is a transfer between the energies $T_{\text {tr }}$ and $T_{\text {rot }}$ such that

Fig. 8 Graphs of minimum required sliding friction coefficients $\mu_{1}$ and $\mu_{2}$



Fig. 9 The ratio $\Delta T$ versus time
$T(t)=$ const. $=T_{0}$ holds. This is explained by the fact that, taking into account that the vehicle potential energy is constant, the conservation of the total mechanical energy of the system can be achieved only by mutual trade between the kinetic energies $T_{\text {tr }}$ and $T_{\text {rot }}$.

## 4 Optimal control in the case of bounded reaction forces

In this section, the analysis of brachistochronic motion will be carried out for the specified value of the dry friction coefficient $\mu$ between the wheels and plane of motion that satisfies the following double inequality:
$\mu_{1 \text { max }}<\mu<0.14789$,
where $\mu_{1 \text { max }}$ is the maximum value of the function $\mu_{1}(t)$ that expresses the law of change of mini-


Fig. 10 The kinetic energies $T_{\text {tr }}$ and $T_{\text {rot }}$ versus time
mum required value of the sliding friction coefficient between the wheels of the rear vehicle axle and the plane of motion on the interval $\left[t_{0}, t_{\mathrm{f}}\right]$. In this case, due to the specified value for the coefficient $\mu$, the restriction (21) must be imposed on the projection $R_{A}$. Note that if condition (74) is satisfied, then side slipping of the rear wheels does not occur. Based on the graphic of the function $R_{A}(t)$ shown in Fig. 6, the controller sequence is to be sing-max, i.e.,
$u=\left\{\begin{array}{ll}u_{\text {sing }}, & \text { if } \quad 0 \leq t<t_{1} \\ u_{\max }=\mu N_{2}, & \text { if } t_{1} \leq t \leq t_{\mathrm{f}}\end{array}\right.$,
where singular control $u_{\text {sing }}$ is determined by the expression (55), whereas $t_{1}$ is the time instant corresponding to the discontinuity point of the function $u(t)$.

It should be pointed out that at the junction between singular and nonsingular subarcs of an optimal control, the necessary conditions for the optimality of junctions must be satisfied, as regulated by Theorem 1 from [20,21]. Namely, let $2 q$ be the lowest order time derivative of the switching function $H_{1}$ which contains the control $u$ explicitly and $u^{(r)}(r \geq 0)$ be the lowest order derivative of the control $u$ which is discontinuous at the junction point. Then, in accordance with Theorem 1 [20,21], the necessary condition for the junction between singular and nonsingular subarcs is expressed by the condition that the sum of $q+r$ is an odd integer. For our case, we have that $q=1$ and $r=0$ (see Eq. 75); consequently, it holds that $q+r=1$, which means the necessary condition for the optimality of junction is satisfied.

As in the previous case, numerical procedure for solving the two-point boundary value problem, for different values of the sliding friction coefficient $\mu$ that satisfy the inequality (74), is based on shooting method. In this case, we have a five-parameter shooting that consists of defining the unknown costate variables $\lambda_{\xi}$ and $\lambda_{\eta}$, time instants $t_{1}$ and $t_{\mathrm{f}}$ as well as the value of speed $V_{\mathrm{f}}$ corresponding to the time instant $t_{\mathrm{f}}$. Numerical procedure for solving Cauchy's problem of the system of differential equations of the first kind by applying the Runge-Kutta method can be represented by the following step scheme:

- In the first step, for the time interval $\left[t_{1}, t_{\mathrm{f}}\right]$ that corresponds to the nonsingular subarc of the control $u$, backward integration of the differential equations (25)-(27) and (37)-(40) is performed, with the initial conditions $\xi_{B}\left(t_{\mathrm{f}}\right)=a, \eta_{B}\left(t_{\mathrm{f}}\right)=b, \varphi\left(t_{\mathrm{f}}\right)=$ $\varphi_{\mathrm{f}}, \omega\left(t_{\mathrm{f}}\right)=\sqrt{\left(2 T_{0}-M V_{\mathrm{f}}^{2}\right) / J^{*}}, V\left(t_{\mathrm{f}}\right)=V_{\mathrm{f}}$, $\lambda_{\varphi}\left(t_{\mathrm{f}}\right)=\left[1-V_{\mathrm{f}}\left(\lambda_{\xi} \cos \varphi_{\mathrm{f}}+\lambda_{\eta} \sin \varphi_{\mathrm{f}}\right)\right] / \omega\left(t_{\mathrm{f}}\right)$, $\lambda_{\omega}\left(t_{\mathrm{f}}\right)=0$, and $\lambda_{V}\left(t_{\mathrm{f}}\right)=0$. Using the switching function (33) as well as its time derivative defined by Eq. (57), the following functional dependencies can be generated in the numerical form $H_{1}\left(t_{1}\right)=$ $f_{1}\left(t_{\mathrm{f}}, t_{1}, \lambda_{\xi}, \lambda_{\eta}, V_{\mathrm{f}}\right)$ and $\left\{H_{1}, H_{0}\right\}\left(t_{1}\right)=f_{2}$
$\left(t_{\mathrm{f}}, t_{1}, \lambda_{\xi}, \lambda_{\eta}, V_{\mathrm{f}}\right)$ corresponding to the time instant $t_{1}$.
- In the second step, for the time interval $\left[t_{0}, t_{1}\right]$ that corresponds to the singular subarc of the control $u$, the backward integration of the differential equations (58)-(60) and (61)-(64) is performed, with the initial conditions $\xi_{B}\left(t_{1}\right), \eta_{B}\left(t_{1}\right)$, $\varphi\left(t_{1}\right), \omega\left(t_{1}\right), V\left(t_{1}\right), \lambda_{\varphi}\left(t_{1}\right), \lambda_{\omega}\left(t_{1}\right)$, and $\lambda_{V}\left(t_{1}\right)$ obtained in the previous step. Using the initial conditions (28) and (29), the following functional dependencies can be generated in the numerical form $\xi_{B}(0)=f_{3}\left(t_{\mathrm{f}}, t_{1}, \lambda_{\xi}, \lambda_{\eta}, V_{\mathrm{f}}\right), \eta_{B}(0)=$ $f_{4}\left(t_{\mathrm{f}}, t_{1}, \lambda_{\xi}, \lambda_{\eta}, V_{\mathrm{f}}\right)$, and $\varphi(0)=f_{5}\left(t_{\mathrm{f}}, t_{1}, \lambda_{\xi}\right.$, $\lambda_{\eta}, V_{\mathrm{f}}$ ) corresponding to the time instant $t_{0}=0$.

Solving the system of nonlinear equations defined in the previous step, and using Eqs. (28), (29), (36), and (57), it is obtained:
$f_{i}\left(t_{\mathrm{f}}, t_{1}, \lambda_{\xi}, \lambda_{\eta}, V_{\mathrm{f}}\right)=0, i=\overline{1,5}$,
from where the unknowns $\lambda_{\xi}, \lambda_{\eta}, t_{1}, t_{\mathrm{f}}$, and $V_{\mathrm{f}}$ are determined.

The estimate of $V_{\mathrm{f}}$ can be given by observing the relation (20) at the instant $t_{\mathrm{f}}$ as follows:

$$
\begin{equation*}
-\sqrt{\frac{2 T_{0}}{M}} \leq V_{\mathrm{f}} \leq \sqrt{\frac{2 T_{0}}{M}}, \tag{77}
\end{equation*}
$$

where $t_{1} \geq 0$ and $t_{\mathrm{f}} \geq 0$. In this case, the estimate of the costate variables $\lambda_{\xi}$ and $\lambda_{\eta}$ cannot be explicitly given, but the values determined in the previous section can be taken for initial values. For the values of the parameters (70) as well as for different values of the coefficient $\mu$ chosen in accordance with the inequality (74), the values of the parameters $\lambda_{\xi}, \lambda_{\eta}, t_{1}, t_{\mathrm{f}}$, and $V_{\mathrm{f}}$ were determined, as shown in Table 1. Figure 11 displays the graphs of the function $\eta_{B}\left(\xi_{B}\right)$ for different values of the coefficient $\mu$. Figures 12 and 13 give graphical representation of the laws of change of the functions $\varphi(t), \theta(t), \omega(t)$, and $V(t)$ for differ-

Table 1 Values of $\lambda_{\xi}, \lambda_{\eta}$, $t_{1}, t_{\mathrm{f}}, V_{\mathrm{f}}$, and $\mu_{1 \text { max }}$ for various values of the coefficient $\mu$

| $\mu$ | $\lambda_{\xi}(\mathrm{s} / \mathrm{m})$ | $\lambda_{\eta}(\mathrm{s} / \mathrm{m})$ | $t_{1}(\mathrm{~s})$ | $t_{\mathrm{f}}(\mathrm{s})$ | $V_{\mathrm{f}}(\mathrm{m} / \mathrm{s})$ | $\mu_{1 \max }$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.13 | 0.51221 | 0.51218 | 5.86088 | 6.22571 | 0.93142 | 0.05210 |
| 0.11 | 0.51252 | 0.51187 | 5.40027 | 6.22581 | 0.96214 | 0.05870 |
| 0.09 | 0.51424 | 0.51011 | 4.84490 | 6.22668 | 1.01417 | 0.05320 |
| 0.08 | 0.51650 | 0.50778 | 4.50509 | 6.22813 | 1.04739 | 0.05143 |

ent values of the coefficient $\mu$. Figure 14 shows the driving force $F_{1}(t)$ and the turning torque $L_{1}(t)$ versus time, whereas Fig. 15 represents the graphs of opti-


Fig. 11 Trajectories of the point $B$ for different values of the coefficient $\mu$
mal control $u(t)$ and $R_{B}(t)$ for different values of the coefficient $\mu$.

Since the optimal control $u(t)$ has a discontinuity at the junction point of subarcs (see Fig. 15) it can be readily deduced that the conditions for the junction between singular and nonsingular subarcs on the optimal trajectory are satisfied. Also, from Fig. 16, where the function $\mu_{1}(t)$ for different values of $\mu$ is shown, as well as from the last column of Table 1 it can be deduced that at any time instant the condition (74) is satisfied, and accordingly the condition (13) as well. From numerically determined values displayed in Table 1, it is noticeable that the decreasing of the coefficient $\mu$ is accompanied by the decreasing of the singular subarc, that is, the time instant $t_{1}$ tends to zero. On the basis of previously defined numerical algorithm, the value of $\mu=\mu^{*}$ can be determined, where $t_{1}=0$, in such a way that functional dependencies in the numerical form, $f_{i}\left(t_{\mathrm{f}}, t_{1}, \lambda_{\xi}, \lambda_{\eta}, V_{\mathrm{f}}, \mu^{*}\right)=$ $0, i=\overline{1,5}$, will be adjoined by the functional dependence $f_{6}\left(t_{\mathrm{f}}, t_{1}, \lambda_{\xi}, \lambda_{\eta}, V_{\mathrm{f}}, \mu^{*}\right)=0$ in the same way

Fig. 12 Graphs of the angles $\varphi$ and $\theta$ for different values of the coefficient $\mu$



Fig. 13 Graphs of the angular velocity $\omega$ and the velocity $V$ of point $B$ of the vehicle for different values of the coefficient $\mu$



Fig. 14 Graphs of the driving force $F_{1}$ and the turning torque $L_{1}$ for different values of the coefficient $\mu$

Fig. 15 Graphs of the optimal control $u$ and the reaction force $R_{B}$ for different values of the coefficient $\mu$

as defined in the first step. This dependence expresses the fact that $t_{1}=0$ holds when $\mu$ takes the value $\mu^{*}$. In accordance with that, the following values are obtained: $t_{\mathrm{f}}=6.34533 \mathrm{~s}, \mu^{*}=0.03465, \lambda_{\xi}=0.68696 \mathrm{~s} / \mathrm{m}$, $\lambda_{\eta}=0.25953 \mathrm{~s} / \mathrm{m}$, and $V_{\mathrm{f}}=1.23776 \mathrm{~m} / \mathrm{s}$. On the basis of numerical values of $\mu_{1 \text { max }}$ shown in Table 1, as well as a defined value of $\mu^{*}=0.03465$, it can be deduced that $\mu^{*}$ is not in accordance with condition (74), thereby with a setup optimal control problem and necessary dynamic condition (22). Consequently, the case when the friction coefficient $\mu$ takes the values in the interval $\mu^{*} \leq \mu \leq \mu_{1 \text { max }}$ has not been considered.

In Fig. 17, where the switching function $H_{1}$ for different values of $\mu$ is graphically represented, it is evident that $H_{1}(\tau)>0, \forall \tau \in\left(t_{1}, t_{f}\right]$. It can be shown that the Kelley optimality condition (56) is satisfied here as well.


Fig. 16 Graphs of minimum required sliding friction coefficient $\mu_{1}$ for different values of the coefficient $\mu$


Fig. 17 Graphs of the switching function $H_{1}$ for different values of the coefficient $\mu$

## 5 Conclusions

This paper considers the problem of brachistochronic motion of a wheeled vehicle. The presented procedure can be deployed to establish, for the specified vehicle parameters, the necessary values of dry friction coefficients between the vehicle wheels and horizontal plane of motion to realize the brachistochronic motion of the vehicle without side slipping of the wheels. It has been shown that the brachistochronic motion of the vehicle is not possible to realize without using singular control. Namely, in satisfying the conditions (74), the optimal extremal begins with a singular subarc and ends with a nonsingular subarc (see the optimal control policy 75). Furthermore, for sufficiently high value of the friction coefficient, optimal control is singular in its entirety. In accordance with the analysis presented in Sect. 3, it can be deduced that the front vehicle wheels require a higher value of the friction coefficient than needed by the rear wheels to prevent side slipping. This fact is justifiable in decision making to take for control variable the projection of the reaction force applied to the front vehicle wheels from the horizontal plane onto the axis of the front vehicle axle. The law of change of the angle of rotation of the front axle, $\theta(t)$, is determined from Eq. (4) as $\theta(t)=\arctan (l \omega(t) / V(t))$, and its direction is anticlockwise during the brachistochronic motion of the vehicle (see Figs. 5, 12). Due to the relation $J_{2} \ll J_{1}$, the brachistochronic motion of the vehicle is realized by the control torque $\vec{L}_{1}$ which has a very low magnitude (see Eq. 15 and Figs. 7, 14). Also,
since from Eq. (19) one has that $F_{1}=-J_{2} \dot{\theta}(\dot{\omega}+\ddot{\theta}) / V$, an identical conclusion can be drawn for the magnitude of the control force $\vec{F}_{1}$ (see Figs. 7, 14). Also, from Figs. 7 and 14 it can be observed that during the brachistochronic motion the force $\vec{F}_{1}$ and the torque $\vec{L}_{1}$ have variable directions. Finally, it should be pointed out that for the case of the vehicle considered in our work, moving along a horizontal surface, the potential energy of the system is constant. Due to this fact, it follows from the law of conservation of the vehicle total energy that the vehicle kinetic energy must be constant, which is realized by optimal energy transfer between the translational kinetic energy and rotational kinetic energy of the vehicle. On the other hand, note that in the case of classical brachistochrone problem (a particle moving in a vertical plane) one has an optimal trade between the potential and the kinetic energy of the particle during the brachistochronic motion.
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