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Abstract

In this work, numerical simulations of upward turbulent bubbly flows in vertical pipes are conducted in the Euler-Euler
framework with a low-Reynolds-number (LRN) model for liquid. It is found that the existing correlation for the drag
coefficient of a single bubble in a shear flow, which has been successfully used along with the high-Reynolds-number
(HRN) models, cannot be used with the LRN model. The reason is that drag forces of bubbles calculated using such cor-
relation are enormous in near-wall cells (order of 10'2N/m?), which causes a divergence of numerical simulations with
LRN. Therefore, a modified correlation for the drag coefficient of a single bubble in shear flow, that can be used success-
fully with the LRN model, has been proposed. The results of numerical simulations, performed with a new correlation
for the drag coefficient, are analysed and compared to selected experimental measurements for different pipe diameters
and different flow conditions of gas and liquid. It is shown that the largest effect of the application of the new correlation
for the drag coefficient of a single bubble in shear flow in numerical simulations can be achieved on the reduction of the
relative velocity between gas and liquid. The degree of this reduction depends on the pipe diameter and liquid volumetric
flux.
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presence of wall confinement, the study of these flows
still represents a challenge for researchers.

Direct numerical simulation studies with interface
tracking of every bubble provide the highest level of
numerical description of turbulent bubbly flows (Lu

Introduction

Turbulent bubbly wall-confined vertical flows have
many important industrial applications, such as in gas-
liquid chemical reactors, boilers, airlift pumps and oil
production and transport. The presence of bubbles in
these flows can significantly influence skin friction
compared to single-phase liquid flow, increasing mixing
and heat transfer between phases. Owing to these rea-
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sons these flows have been extensively studied in the
last 40 years. However, due to the great complexity of
bubble-liquid and bubble-bubble interactions and the
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and Tryggvason,'> Adoua et al,’ Bois and du
Cluzeau®). However, due to high computational
expense, at the present, these studies are possible for
relatively low Reynolds number flows with limited
number of bubbles (around few hundreds at most).

Due to the reasonable computational price of large-
scale computations, most numerical studies in the
Euler-Euler framework for upward turbulent bubbly
flows in vertical pipes (Hosokawa and Tomiyama,’
Lubchenko et al.,® Magolan et al.,” Parekh and
Rzehak,® Colombo et al.,” Lopez de Bertodano et al.,'”
Rzehak and Krepper,'''* Rzehak and Kriebitzsch,'
Rzehak et al.,'® Troshko and Hassan'”) are conducted
using high-Reynolds-number (HRN) models for liquid
phase. In these models, the turbulence in the near-wall
region is modelled using various empirical equations
known as wall functions, and boundary conditions for
the momentum and turbulence transport equations are
specified somewhere in the near-wall region, and not at
the wall itself.

There is no clear conclusion if wall functions in the
context of two-phase flows should always be the same
as in single-phase flows (Troshko and Hassan,'” Colin
et al.'®). Still, if a HRN model is used in Euler-Euler
numerical studies of wall confined turbulent bubbly
flows, wall functions used for single-phase flow are usu-
ally applied without any change.

Alternatives to HRN models are low-Reynolds-
number (LRN) models, which fully resolve flow fields
up to the wall. Since many physical quantities have
strong gradients in near-wall region, the mesh resolu-
tion in LRN approach has to be high enough to cap-
ture these changes (y* < 1). This leads to a significantly
larger number of cells and higher computational costs
compared to HRN approach, but with the increased
accuracy in the prediction of flow physics, especially in
near-wall region. Colombo et al.’ pointed out that
modelling of the near-wall region and bubble-induced
turbulence (BIT) are identified as the areas where fur-
ther development is needed .

In the upward turbulent bubbly flows, due to the
buoyancy that affects the bubbles, air velocity is higher
than water velocity. This difference in phase velocities
modifies the turbulence intensity in the liquid phase.
This can be taken into account by including source
terms (BIT models) in the single-phase two-equation
turbulence models. These source terms are modelled
but, no consensus for their form has been reached yet
(Magolan et al.”). Rzehak and Krepper' have reported
a comparison of different BIT models. They found that
it is difficult to report general conclusions and that fur-
ther research on this topic is needed. To reach a general
solution, they proposed two directions: the first, the for-
mation of a more complex BIT model, and the second,

the introduction of a separate equation for the bubble-
induced turbulent kinetic energy (Chahed et al.').

A problem that occupies the most attention, when
simulating a two-phase flow, is the modelling of interfa-
cial forces. They reproduce the different physical effects
that are part of the momentum interfacial exchange
between phases.

There are many models of interfacial forces.
Different models were developed based on the analysis
of sets of experimental results that belong to a specific
experimental case. For such or similar cases, these mod-
els will predict the results well numerically, but when
trying to apply these models to a case that differs signif-
icantly from that used to optimise the model, unsatis-
factory results are frequently obtained. This means that
generalised interfacial force models, that will give good
results in various cases of two-phase flow, still do not
exist. For each force model, it is necessary to know
what its area of application is. The modelling of these
interfacial forces is still an open question.

In upward turbulent bubbly flows the radial distri-
bution of void fraction depends on the competition
between lateral forces — lift force, turbulent dispersion
force and wall lubrication force. The wall lubrication
force affects the flow in the distance of less than one
half bubble diameter from the wall. Outside this area,
the void fraction profile is determined by the ratio of
the turbulent dispersion force and the lift force.
Shawkat et al.?® shows that it is very difficult to distin-
guish the conditions under which a wall peak or core
peak void fraction profile occurs in bubbly flows and
that it depends on numerous parameters such as the
ratio of volumetric fluxes of phases, the ratio of pipe
diameter and bubble diameter, slip ratio, Eotvos
number...

Accurate determination of the bubble drag coeffi-
cient is of great importance for the successful simula-
tion of two-phase bubbly flow, since the drag force is
the dominant interfacial force in the streamwise direc-
tion. The unsteady, three-dimensional flow around a
spherical bubble moving steadily in viscous linear shear
is analysed numerically by Legendre and Magnaudet®'
by solving full Navier-Stokes equations. They found
that the drag coefficient of a single bubble in a shear
flow increases with the increase in the ratio between the
liquid velocity difference across the bubble and the rela-
tive velocity of gas and liquid. This increase in the drag
coefficient is caused by pressure modification around
the bubble.

Hosokawa and Tomiyama® studied experimentally
and numerically (with HRN models) upward turbulent
bubbly flow in a vertical pipe. They found that the
application of a correlation proposed by Legendre and
Magnaudet®' for a drag coefficient of a single bubble in
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shear flow in numerical simulations reduces the relative
velocity of gas and liquid. This led to a better agree-
ment of experimental and numerical results.

The present study examines upward turbulent bub-
bly flows in the Euler-Euler framework using the LRN
model for liquid. To the authors’ knowledge, up to
now, there are a limited number of such studies
(Colombo and Fairweather,”® Colombo et al.?). Also,
there is no paper in the available literature to verify the
effect of the drag coefficient of a single bubble in the
shear flow in combination with LRN models in upward
turbulent bubbly flows in vertical pipes. This paper
aims to achieve this.

Description of a numerical method
Governing equations of two-phase flows

Using the index £ = L, G to denote the liquid and gas
phase, respectively, assuming adiabatic flow, two-fluid
model continuity, and momentum equations are given
by Ishii and Hibiki**:

= (@) + V- @ U) = 0 (1)

and

0
— U)+ V- U, U,
o (arprUr) (arp Uk @ Uy) 2)

= — akVpk + V- (aka) + Fiknter + app8,

where «; is void fraction, p;, the phase density, U; the
phase velocity and p; the phase pressure. T is a phase
stress tensor that comprises viscous and turbulent stres-
ses, while g denotes the gravitational acceleration. The
term F"" represents the interfacial force that accounts
for the momentum transfer between phases. This force
requires modelling.

Modelling of interfacial force

In this paper, the interfacial force Fiknter is represented as
the sum of independent forces:

F}(nler =Fp + FL + Frp + Fwr. + Fywm, (3)

where Fp denotes the drag force, Fy the lift force, Frp
the turbulent dispersion force, Fw, the wall lubrication
force and Fyy the virtual mass force. These forces with
closures are briefly presented below.

Drag force. The drag force is given by:

3(C
=2 acpy | Ur|Uk. 4)

Fr =
D 4Dg

The drag coefficient Cpy for a single bubble in a uni-
form stream is defined according to Ishii and Zuber,*

CDU = max [CD, sphere» min(CD, ellipse» CD, cap)] 5 (5)

where:

24
C'D, sphere — RieB(l + 0.1Rep),

§m, (6)

8

3 b

where the bubble Reynolds number Reg, relative velo-
city Ur between gas and liquid and E6tvos number Eo
are defined as:

CD, ellipse —

CD, cap —

Ur|D
Re, = 2LIURIDs )
My
Ur = Us — UL, (8)
_ D>
Eo = glpL — pg) B 9)
o

To account for the effect of shear rate on the
increase in drag coefficient of a single spherical bubble,
Legendre and Magnaudet®' proposed the following
correlation:

Cp(Reg, Sr) = Cpy(Rep)(1 + 0.55Sr?), (10)

where Sr is the non-dimensional shear rate given by:

_ DBa)

Sr= ——,
|UR|

(11)
and w is the derivative of the liquid streamwise velocity
UL with respect to wall-normal coordinate y. This quan-
tity compares liquid velocity difference across the bub-
ble to the intensity of a relative velocity between gas
and water.

Equation (10) is plotted in Figure 1, together with
corresponding experimental data from Hosokawa and
Tomiyama.’

The agreement of equation (10) against experimental
data is relatively good for non-dimensional shear rate
Sr less than 2, although there is some scatter in the
experimental data (see Figure 1(a)). For values of Sr
larger than 2 (see Figure 1(b)) there are no experimen-
tal data. Those values of Sr correspond to the near-wall
region, in which it is practically impossible to get reli-
able measurement data.

With respect to equation (11), the non-dimensional
shear rate Sr is linearly proportional to velocity gradi-
ent. Considering that velocity gradient strongly
increases toward the wall, and relative velocity Ur goes
to zero (if no-slip boundary conditions are applied for
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Figure 1. Dependence of the ratio of bubble drag coefficient in shear flow Cp(Reg, Sr) and bubble drag coefficient in uniform flow
Cou(Reg) on the non-dimensional shear rate Sr: (u) experimental data from Hosokawa and Tomiyama®; (—) equation (10) of Legendre
and Magnadeut?"; (- - -) proposed equation (12). The dependence is shown for different ranges: (a) up to the 2 and (b) up to the 20.

air and water), large values of Sr are expected in the
near-wall region. According to equation (10), the drag
coefficient of a single bubble in shear flow increases
with the square of Sr. Therefore, equation (10) predicts
very large value of drag coefficient near the wall, as
shown in Figure 1(b). Since the drag force Fp defined
by the equation (4) is directly proportional to drag
coefficient, it follows that Fp also tends to very large
values in the near-wall region.

If the flow is analysed in the context of LRN mod-
els, the centroids of the adjacent wall cells are at very
small distance from the wall. In typical simulations in
the Euler-Euler framework of upward turbulent bubbly
flows in vertical pipes with a LRN model for liquid
and bubble drag coefficient defined by the equation
(10), it is observed that drag force on a single bubble
can achieve values of order 10'2N/m?. These large val-
ues of drag force, as a rule, produce instabilities and
divergence of numerical simulations.

This analysis leads to the conclusion that the drag
coefficient of a single bubble in shear flow given by
equation (10) of Legendre and Magnaudet®' cannot be
used along with the LRN models. On the other hand,
equation (10) can be used with HRN models, since the
centroids of the adjacent wall cells are at much greater
distance from the wall (y*>30), which leads to physi-
cally acceptable values of drag force. Such numerical
study is conducted in Hosokawa and Tomiyama.’

To avoid extremely large values of bubble drag coef-
ficient predicted by equation (10) near the wall in the
context of LRN models, we propose the following cor-
relation for the drag coefficient of a single bubble in a
shear flow, based on linear regression with experimen-
tal data of Hosokawa and Tomiyama®:

CD(RCB, SI') = CDU(RCB)(I + 0.45 SI'), (12)

where it is assumed Sr > 0. As can be seen from Figure 1,
this correlation agrees very well with equation (10) up to

Sr = 2 but gives significantly lower values of drag coeffi-
cients than equation (10) near the wall.

It can be seen in equation (12) that the depen-
dence of the new correlation on Sr is not quadratic
as in equation (10), but linear. Also, the value of the
coefficient multiplying Sr is smaller in equation (12).
This allows the new correlation for the drag coeffi-
cient to be applied in the near-wall region where Sr
has high values. The proposed correlation for the
drag coefficient equation (12), unlike the existing
expression given by equation (10), can be used with
LRN models.

Lift force. The lift force is given by:

FL = CragpL(Ug — UL) X (VX Uy) (13)

where Cy is a lift coefficient. To calculate this coeffi-
cient, in this paper, relation given by Shaver and
Podowski?’ is used:

CL=1{ Cuofi(y) 05s<y/Dp=<l (14)
Cro, 1<y/Dg

where fL(y) = [3(%— 1)? — 2(% - 1)3]. In numerical
simulations, constant lift coefficient Cro has the value
0.03.

Turbulent dispersion force. The turbulent dispersion force
is modelled by a correlation given by Burns et al.?:

3Cp m (1 1
Frp=>2ag|Us — U | == [ — +
R 4DB OZG‘ G L|0'TD oG 1-— aG

)Va(; (15)

where op represents Schmidt number and g is turbu-
lent dynamic viscosity coefficient determined by turbu-
lent model. In numerical simulations op is equal to 1.
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Wall lubrication force. To reduce gas volume fraction in
near-wall region (distance of one bubble radius from
the wall), a wall lubrication force is calculated accord-
ing to Lubchenko et al..°

ify/Dp<0.5:

4 Dy omp \ac 1—ag
1DB —2y
aG—
y Dp—y

3C i 1 1
FWLZ——D—DaG|UG—UL| [’L<—+ )

n,

if y/Dp>0.5 :
FWL =0
where y is a normal-wall distance.

Virtual mass force. The virtual mass force is calculated
according to:

DUg DUL> (18)

Fyy = C —_— =
VM = QGPL VM( D1 D1
where virtual mass coefficient Cyyy is equal to 0.5 for a
spherical particle.

Turbulence modelling

Turbulence is modelled only in the liquid phase, assum-
ing that the flow of gas phase is laminar.

To model turbulent stresses in the liquid phase,
Boussinesq eddy viscosity assumption is applied. It
assumes that Reynolds stress tensor TtLurb is linearly
proportional to the mean strain-rate tensor Sy :

TILurb = 2u S — % Ipy ke, (19)
where w,; is turbulent dynamic viscosity coefficient, I is
unit tensor, and p; and k& are density and turbulent
kinetic energy of liquid phase, respectively.

Based on the comparison of single-phase liquid tur-
bulent vertical pipe flows (not shown in this paper)
using different LRN models already implemented in
OpenFOAM, Launder-Sharma k-¢ provided the best
agreement with experimental results. Therefore, the
low-Reynolds-number model k-¢ Launder-Sharma?®’-?®
is used as a turbulent model in the present study.

In this model, turbulent viscosity is given as:

_ K
M = CprPL D)
L

where C, = 0.09, and f, represents damping function
given as:

-34 K
=exp|— |, == 21
Ju P (1+ Ret/SO)Z] vLe @)
where Re; is turbulent Reynolds number and

vy = pp/pp is the kinematic viscosity of the liquid.
Turbulent kinetic energy 4 and dissipation rate g
are obtained by solving equations (22) and (23):

0
&(PLaLkL) + V- {pLaLkLUL - (ML + &> VkL] =

Ok
P— pL(SL + Dl}) + Sk,
(22)

0
a—(PLaLSL) + V- {PLSLUL - <ML + ﬂ) ng:| =
t Ok

&
(CIIlﬁP - Cz:zfszSL)i + PLE;: + SZ,"
(23)

where P represents the rate of production of turbulent
kinetic energy by mean flow gradients and it is defined as:
P=TM": VU. (24)
Model constants have the values:
C,=144, C,=192, o4=1 and o,=13.
Damping functions fi, f; and extra source terms D, and
E, are given as:

fi=1, fi=1-03exp [-min(Ref, 50)],
D, =2v |V (Vk )], E,=2vLve|V(VUL),
(25)

where vy = u, /py is turbulent kinematic viscosity.

It should be noted that in Launder-Sharma model ¢,
represents modified dissipation rate of turbulent kinetic
energy, which is related to originally-defined or physi-
cal dissipation via sum ¢ + D,. This sum appears on
the right-hand side of the transport equation for turbu-
lent kinetic energy (22). Reason for solving the equa-
tion for modified dissipation is purely computational,
since there are disadvantages in implementation of the
non-zero boundary condition for originally-defined dis-
sipation. The transport equation for modified ¢ (23) is
solved with the value of zero (or very close to zero) at
the wall, and then the correct form of physical g is
recovered through the sum ¢ + D,, which is then used
in ki transport equation. The value of D, is significant
near the wall, while it is negligible away from the wall.
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Table 1. Summary of experimental sets: pipe diameter D, pipe length L, distance from the pipe inlet to measuring section L, gas and
liquid volumetric fluxes, Jg and Ji, respectively, mean void fraction (@) and average bubble diameter (Dg).

Case D [mm] L{mm] Lin [mm] Jo [m/s] Jo[m/s] (@) [%] (Dg) [mm]
HI 25 2000 1700 0.018 0.500 231 3.21
H2 25 2000 1700 0.025 0.500 3.99 4.25
H3 25 2000 1700 0.020 1.000 1.46 3.52
H4 25 2000 1700 0.036 1.000 3.30 3.66
LI 38 2800 1368 0.027 0.376 4.11 2.68
LI5 38 2800 1368 0.027 0.753 2.63 2.43
L29 38 2800 1368 0.027 1.087 1.91 2.07
Sl 200 9560 8400 0.015 0.450 2.30 3.85
S2 200 9560 8400 0.030 0.450 3.55 4.03

‘H*, ‘L* and ‘S* denote experiments from Hosokawa and Tomiyama,’ Liu® and Shawcat et al.,2° respectively, and * represents the number of

experiment.

Term S in equation (22) represents the interfacial
transfer of turbulent kinetic energy, while the term S, in
equation (23) represents the interfacial transfer of dissi-
pation rate. These terms are known as bubble induced
turbulence, and need to be modelled.

Bubble induced turbulence (BIT) closure modelling. Due to
the presence of the bubbles and their interaction with
the liquid phase, the profiles of liquid turbulent kinetic
energy and liquid turbulent dissipation rate are modi-
fied compared to the case of pure liquid flow. To take
into account this modification, source terms Sy and S,
are introduced in equations (22) and (23), respectively.
These source terms are expressed as:

Sk = K1 Fp - Ug,

S
S, = CSB_kn
T

(26)
(27)

where Fp represents the drag force on bubbles, Ug rep-
resents the relative velocity between phases, constant
C.,g = 1 and 7 denotes the characteristic time scale of
bubble-induced turbulence. 7 is calculated as a ratio of
the bubble diameter and the square root of turbulent
kinetic energy, 7 = Dg/v/ki (Rzehak and Krepper,
Colombo and Fairweather?®).

Parameter Kp; modulates turbulent kinetic energy
generation. Colombo and Fairweather”® proposed
Kg; = 0.25 and this value is used in the present paper.

Summary of experimental data

To examine described numerical models for upward
turbulent bubbly flow in a vertical pipe, comparisons
of numerical simulation results against experimental
databases for such flows are necessary. The selected
databases are: Hosokawa and Tomiyama,” Liu*® and
Shawcat et al.>° Main parameters of these experiments
are listed in Table 1. The experimental test facilities

used in these three cases are similar but still differ from
each other. Therefore, not all of them are presented
separately in this paper. They are graphically presented
and described in detail in the mentioned papers. Also,
more specific details about the measurement procedure
and the measuring equipment used can be found there.
A brief description of each experiment follows.

Hosokawa and Tomiyama experimental database

In experiment of Hosokawa and Tomiyama,’ the inner
diameter of the vertical pipe was D = 25mm, and the
pipe length was L = 2m. Measurements were per-
formed at a section placed L,, = 1.7m (L,/D = 68)
above the pipe inlet.

The mixing section of air and water was at the bot-
tom of the vertical pipe. Gas and liquid volumetric
flows were measured by flowmeters before the mixing
section. The liquid and gas volumetric fluxes Ji and Jg
were calculated as the ratio of the measured flow rates
and cross-sectional area of the pipe.

A laser Doppler velocimetry system (LDYV,
DANTEC, optics: 60 X 83, processor: 68N10) was
used for measuring liquid velocities. Around 50,000
velocity data were taken for each measurement point.
The uncertainty estimated at 95% confidence for Jp
was 1%. Simultaneously, two high-speed cameras
(Kodak Motion Coder Analyzer SR-1000, shutter
speed: 1/5000s, frame rate: 250 fps) were used to obtain
stereoscopic images of bubbles. The spatial resolution
of the image was 0.07mm/pixel. From these images,
the three-dimensional bubble shapes were recon-
structed. This reconstruction allows the determination
of several quantities: bubble volumes Vg, sphere-
volume equivalent diameter Dg, aspect ratio E, the
bubble size distribution and void fraction ag. The bub-
ble velocity was obtained by calculating the displace-
ment of the bubble centre on two consecutive images.
The time between taking two consecutive images is
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known. For each flow condition, about 500 bubbles
were processed. The uncertainties estimated at 95%
confidence for measured ag, Ug, Dg and E were 10%,
3%, 4% and 10% respectively.

Experiments were performed for four cases, in the
present study referred as H1, H2, H3 and H4. This
experimental database provides results of measure-
ments of the relative velocity between gas and water
Ur = Ug — Uy, turbulent kinetic energy ki of liquid
phase and void fraction ag. Individual values of phase
velocities are not available in this database.

Liu experimental database

The results of an extensive set of experimental investiga-
tions of an upward two-phase bubble flow through the
vertical pipe are presented in Liu.*°

The pipe was L = 2800mm long, with the inner dia-
meter of D =38 mm. The measuring section was at
Ly, = 1368mm, (L,,/D = 36) above the pipe inlet.

For injecting air into the water flow, a bundle of 64
equally-spaced hypodermic needles was used. The dia-
meter of the needle was 0.1 mm. This method of mixing
was chosen to generate small bubbles and minimise
bubble coalescence.

At the measuring station, both one-dimensional hot
film sensor (TSI 1218-20W, 0.05mm o.d. X 1mm) and
two-dimensional hot film anemometer probe (TSI
1246-60W, X-type, 0.15mm o.d. X 2mm long) were
used to measure liquid velocity Uy, and Reynolds stress
(wu, vv, uv). The uncertainty for every flow condition is
within = 5%. Most of the data for liquid-phase para-
meters were checked more than twice. The consistency
of liquid velocity was within * 1.5%, and the turbulent
stresses were within *3%. By analysing a hot-film
anemometer response, the presence of a liquid-bubble
interface was recognised.

A dual-sensor resistivity probe was used for measur-
ing the bubble velocity Ug, bubble size Dy and radial
profiles of the void fraction ag. The uncertainty for
bubble velocity measurements was within = 5%. The
reproducibilities of the local bubble velocity and the
void fraction measured by the resistivity probe were
within * 2%.

Because of using hot-film anemometry, it was impor-
tant to precisely control the water temperature. Water
was cooled in the storage tank to achieve water tem-
perature 10 = 0.01°C at the measuring station.

From 42 sets of experimental setups, three cases L1,
L15 and L29 are chosen for analysis in the present
paper. Experimental results of the radial distribution of
liquid and gas velocities, Uy and Ug, respectively,
kinetic turbulence energy of liquid phase k. and void
fraction ag are available in this database.

Shawkat et al. experimental database

The ratio of pipe diameter and mean bubble diameter
has a significant influence on the flow patterns and
phase distribution.”® Therefore, in contrast to
Hosokawa and Tomiyama® and Liu,*® who conducted
two-phase bubbly flow experiments in vertical pipes of
diameter D=25mm and D=38mm, respectively,
Shawkat et al.?® analysed turbulent air-water bubbly
flow in a vertical pipe of a larger diameter D =200mm.

The pipe length was L = 9560 mm. Measurements
were performed in a cross section at L, = 8400mm
(Lm/D = 42) above the pipe inlet.

For mixing of air and water, a showerhead injector
was used. The injector had 550 holes of 1 mm diameter.
After the injector, the air-water mixture went through a
honeycomb flow straightener. The goal was to reduce
bubble swirls and improve bubble distribution.

During the experiments, the water temperature was
kept within a range of 24.5 = 0.1°C. For the liquid tur-
bulence characteristics measurements, hot film anemo-
metry was used. By using a single hot film probe (TSI
1210-60W) and X-hot film probe (Dantec 55R63)
liquid velocity and turbulent stresses were measured. A
dual optical probe was used for the measurement of
bubble characteristics. The vertical and horizontal dis-
tances between the probe tips were 1.16mm and 1 mm.
Relative uncertainty for the liquid velocity Uy is within
* (6 —9)%, for turbulent stresses up to 13% and for
void fraction ag 14%.

In this experimental database radial distributions of
liquid velocity Uy, gas velocity Ug and void fraction ag
are given.

Numerical simulation set-up

To perform numerical simulations of two-phase bubbly
flow in a vertical pipe, solver twoPhaseEulerFoam of
OpenFOAM v1906 is modified. These modifications
include implementations of the following:

e proposed relation for increase in the drag coeffi-
cient due to shear, given by equation (12)
lift force, equation (14)
wall lubrication force, equations (16) and (17)
BIT source terms, equations (26) and (27).

The computational domain, initial and boundary con-
ditions and physical parameters of phases are explained
in the continuation of this section.

Computational domain

Since in all analysed experiments the flow was assumed
as axisymmetric, in order to reduce the number of
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Figure 2. Sketch of a computational domain. A quarter-pipe is
used in simulations.

computational cells, a quarter-pipe geometry is used in
all simulations. The sketch of the computational
domain is shown in Figure 2.

The computational domain is bounded by five sur-
faces: inlet and outlet in the horizontal plane, pipe wall
and two vertical symmetry planes.

Values of pipe diameters D, pipe lengths L and dis-
tances from the inlet to measurement section L, for
experimental databases of Hosokawa and Tomiyama,’
Liu*® and Shawkat et al.>° are presented in Table 1.

The computational domain is discretised using O-
grid block topology. This provides a high level of con-
trol of important mesh quality parameters like ortho-
gonality, skewness and stretching of the cells. A typical
example of this mesh in a pipe cross-section is shown in
Figure 3. Mesh is generated using the blockMesh utility
of OpenFOAM.

Since the LRN model is used, the value of non-
dimensional distance y* of the adjacent wall cells is set
to be less than 1. Edges of the cells are graded towards
the wall, while in the flow direction cells have uniform
edge lengths.

Mesh refinement study

Suitable discretisation of computational domain con-
cerning the optimal number of cells is determined by
grid sensitivity studies for each experimental database.
Numerical calculations are performed on meshes with
a different number of cells. Results are compared and
optimal mesh is chosen.

FHH

Figure 3. Computational mesh of a pipe cross section.

Table 2. Cell numbers of meshes used in mesh sensitivity tests
for cases HI, L1 and S| (see Table ).

Case Low resolution  Medium resolution  High resolution
HI 165,800 320,000 409,400
LI 210,200 425,000 563,800
S| 368,000 760,400 908,400

As an example, a sensitivity study for one of the
experiments of Hosokawa and Tomiyama® (case HI,
see Table 1) is shown in Figure 4. Numerical calcula-
tions are performed on three meshes, named Mesh 1
(low refinement), Mesh 2 (medium refinement) and
Mesh 3 (high refinement). The number of cells is pre-
sented in Table 2.

It is noticeable that the radial distribution of relative
velocity and void fraction does not depend on the mesh
density (Figure 4(a) and (b)). However, the kinetic
energy profile (Figure 4(c)) obtained using Mesh 1 dif-
fers from the profile obtained using Mesh 2. No addi-
tional differences are found from the medium (Mesh 2)
to the high refinement (Mesh 3) resolution.

It is concluded that the results obtained using Mesh
2 do not depend on the mesh density. Similar analyses
were performed for each case listed in Table 1.

Table 2 provides data on meshes corresponding to
cases H1, L1 and S1, of Hosokawa and Tomiyama,5
Liu*® and Shawkat et al.,*® respectively (see Table 1).
Meshes with medium refinement are found as optimal
computational meshes.

Initial and boundary conditions

Uniform phase velocities are set as the boundary condi-
tion at the inlet surface. These velocities are calculated
as the ratio of phase volumetric fluxes and the corre-
sponding phase volume fraction, U; = J;/a; (j = L, G).
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Figure 4. The mesh sensitivity test for case HI (see Table 1) is performed on three meshes: Mesh | with 165,800 cells (- - -), Mesh

2 with 320,000 cells (—), and Mesh 3 with 409,400 cells (-----).
(c) liquid turbulent kinetic energy.

Values of liquid turbulent kinetic energy ki and turbu-
lent dissipation rate ¢ in inlet section are estimated by
the following expressions: ki = 3/2(I|UL|)* and
eL = (C)7k{®)/D, where I = 0.1 is turbulence intensity
and C, = 0.09 is the model constant. The uniform
value of the void fraction is defined at the inlet.

At the outlet surface, a zero-gradient boundary con-
dition is defined for ki, ¢, void fraction ag and both
phase velocities Uy and Ug.

At the pipe wall, a no-slip boundary condition is
applied for both phase velocities and fixed zero value
for the void fraction. For turbulent kinetic energy and
dissipation zero values are prescribed at wall (actually,
values of 107°m?/s* in order to avoid dividing with
7ero).

Initial conditions inside the computational domain
for all quantities are identical to their values in the inlet
section.

Physical parameters of phases

Liquid flow is calculated as incompressible. Gas is
treated as an ideal gas. Phase densities, phase viscosities
and surface tension are prescribed based on their values
at atmospheric pressure and temperatures from
experiments.

Mean void fraction and mean bubble diameter are
defined in papers of Hosokawa and Tomiyama® and
Liu,* while for experimental case of Shawkat et al.?°
these quantities are calculated by integration of experi-
mental results:

R
(ag) = 3[ a(rdr,

Numerical simulations are conducted with constant
mean bubble diameter. Spherical bubbles are assumed.

The results are shown for: (a) relative velocity, (b) void fraction and

Volumetric fluxes of gas and liquid, mean bubble
diameters and void fractions for experimental cases
examined are specified in Table 1.

Solution method

The pseudo-steady state solution is obtained using
PIMPLE algorithm for pressure-velocity coupling.
Time step size is set up to be adaptive, based on the condi-
tion of maximum Courant number equal to 0.25 for each
time step. Simulations are run for multiple flow-through
times to obtain converged solutions. For cases of
Hosokawa and Tomiyama® and Liu,*® it is necessary to
run simulations for 6 s of physical time, and for cases of
Shawkat et al.’ (due to lower flow through time) it is nec-
essary to run simulations for 38 s of physical time.

Spatial and time discretisation schemes are of the
second order.

Results and discussion

In order to determine the effects of the new proposed
correlation for the drag coefficient of a single bubble in
a shear flow, given by equation (12), the results of
numerical simulations conducted with this new correla-
tion are compared to the results of numerical simula-
tions conducted with the drag coefficient for a single
bubble in a uniform stream, given by equation (5). The
remaining conditions for these simulations are the
same, as described in previous sections. Results of both
numerical simulations are tested against the experimen-
tal data of Hosokawa and Tomiyama,” Liu** and
Shawcat et al.?

Hosokawa and Tomiyama

The first column of Figure 5 shows radial profiles of
relative velocity calculated in numerical simulations
along with experimental data of Hosokawa and
Tomiyama.’
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Figure 5. Radial distribution of relative velocity Ug, void fraction ag and liquid turbulent kinetic energy ki : (m) experimental data

from Hosokawa and Tomiyama®; (—) numerical predictions when drag coefficient is calculated for a single bubble in a uniform
stream, equation (5); (- - -) numerical predictions with included new correlation for the drag coefficient, equation (12). The first
three diagrams (a), (b) and (c) represents case HI, the diagrams (d), (e) and (f) represents case H2, the diagrams (g), (h) and (i) case

H3 and last three diagrams (j), (k) and () represents case H4.

Numerical simulations with a drag coefficient for a sin-
gle bubble in a uniform stream, given by equation (5), for
all cases examined (H1, H2, H3 and H4) predict uniform
relative velocity up to /R ~ 0.98, followed by small velo-
city increase near the wall and then a steep decrease to a
zero relative velocity at the wall. For cases HI and H2

(Figure 5(a) and (d)), the agreement of the relative velo-
city obtained from numerical simulations obtained using
equation (5) and experimental results is moderately good
for »/R<0.8, while the relative velocity for »/R>0.8 is
overpredicted. The discrepancy between experimental and
numerical results obtained using equation (5) increases
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with the increase of liquid volumetric flux, as shown for
cases H3 and H4 (Figure 5(g) and (j)). For these two
cases, this discrepancy is pronounced for »/R>0.6, where
is the high influence of shear.

In contrast, if the drag coefficient is calculated for a
single bubble in a shear flow, given by equation (12),
numerical simulation results for relative velocity com-
pare very well against corresponding experimental
results, for all cases examined (Figure 5(a), (d), (g) and
(G))- With the increase of liquid volumetric flux (for the
same pipe diameter), there is an increase in the liquid
shear rate. That further increases the drag coefficient of
a single bubble (see equation (12)) and reduces the rela-
tive velocity, assuming that the drag force on a bubble
is constant. This explanation is in accordance with
experimental data: a stronger relative velocity reduction
is observed for cases H3 and H4 (Figure 5(g) and (j),
respectively) with higher liquid volumetric fluxes com-
pared to cases H1 and H2 (Figure 5(a) and (d), respec-
tively), with lower liquid volumetric fluxes.

This shows that in this particular case, under all the
above conditions of two-phase bubbly flow, it is neces-
sary to take into account the influence of shear flow on
the drag coefficient (described by the new equation (12))
in order to correctly predict the relative velocity profile.

Radial distributions of void fractions obtained from
numerical simulations and experimental results of
Hosokawa and Tomiyama® are shown in the second
column of Figure 5. According to experimental data,
all cases examined have pronounced wall-peak void
fraction profiles, except case H2 (Figure 5(e)) that has
an approximately uniform void fraction up to r/R<0.8
and from that point towards the wall void fraction
decreases. Numerical simulations predict wall-peaked
void fraction profiles for all cases examined (cases HI,
H2, H3 and H4). According to these cases, it can be
concluded that the increase in a drag coefficient of a
single bubble due to shear (compared to the drag coeffi-
cient of a bubble in the uniform stream) leads to a very
small increase in the void fraction in the core region of
a pipe, while this increase in the drag coefficient does
not influence the radial distribution of void fraction for
r/R > 0.8. For r/R<0.7, in case HIl (Figure 5(b))
numerical simulation results of void fraction distribu-
tion compare very well against experimental results,
whereas for case H2 (Figure 5(e)) numerical simulation
underpredicts void fraction. For »/R>0.7, for cases H1
and H2 there is a small overprediction of the void frac-
tions computed in numerical simulations, compared to
experimental data. Regarding void fraction distribu-
tions, deviations of numerical simulation results for
higher liquid volumetric fluxes (cases H3 and H4,
Figure 5(h) and (k), respectively) are more pronounced
compared to lower liquid volumetric fluxes (cases H1
and H2). For cases H3 and H4, values of void fraction
distribution obtained from numerical simulation are

higher than experimental results for »/R<0.6 in case
H3 and r/R<0.8 in case H4. In contrast, for »/R>0.6
in case H3 and »/R>0.8 in case H4, numerical simula-
tions underpredict values of void fraction. The reason
for this discrepancy could be in the interfacial force
models or BIT models that demand more investigations
in future studies. Also, in numerical simulations mono-
disperse approximation is used, while in real experi-
ment, there is a certain distribution of bubble sizes.

The third column in Figure 5 represents the radial dis-
tribution of liquid turbulent kinetic energy obtained from
numerical simulations and experimental data of
Hosokawa and Tomiyama.” The overall agreement
between experimental and numerical simulation results is
good. For smaller liquid volumetric flux, cases HI and
H2 (Figure 5(c) and (f), respectively) there is a small
underprediction of numerical simulation results for
r/R<0.8. However, for higher liquid volumetric flux,
cases H3 and H4 (Figure 5(1) and (1), respectively), there
is an overprediction of numerical simulation results for
r/R<0.8. For all cases examined, there is an underpre-
diction of numerical results of liquid kinetic energy peak
near the wall. This is in agreement with the study of
Parekh and Rzehak.® They suggest that this underpredic-
tion could be a shortcoming of RANS models in general.

Considering that results of numerical simulations
conducted with drag coefficient for a single bubble in
uniform stream, equation (5), almost coincide with
results of numerical simulations conducted with drag
coefficient for a single bubble in shear flow equation
(12), it can be concluded that an increase in the drag
coefficient due to shear flow does not affect liquid tur-
bulent kinetic energy.

According to the case of Hosokawa and
Tomiyama,” it can be concluded that the biggest influ-
ence of a drag coefficient of a single bubble in a shear
flow (compared to a drag coefficient of a single bubble
in a uniform stream) is achieved on the relative velocity
of air and water. This conclusion is checked when the
flow occurs in pipes of larger diameter in experiments
of Liu*® and Shawkat et al.*°

Liu
In contrast to the experimental database of Hosokawa
and Tomiyama® where relative velocities of phases are
given, in the experimental database of Liu*° both air
and water velocity profiles for all experiments are avail-
able. Therefore, the influence of the drag coefficient of
bubbles, given by equations (5) and (12), on both the
liquid and gas phase, can be analysed separately.
Liquid velocity profiles from numerical simulations
and experimental database of Liu are plotted in the first
row of Figure 6. It can be seen that there is an excellent
agreement of numerical simulation results conducted with
a drag coefficient for a single bubble in a uniform flow,
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Figure 6. Radial distribution of liquid phase velocity U, gas phase velocity Ug, void fraction ag and liquid turbulent kinetic energy
ki : (m) experimental data from Liu3% (—) numerical predictions when drag coefficient is calculated for a single bubble in a uniform
stream, equation (5); (- - -) numerical predictions with included new correlation for the drag coefficient, equation (12). The
diagrams in the first column (a), (d), (g) and (j) represents case LI, the diagrams (b), (e), (h) and (k) represents case L|5, and the

diagrams (c), (f), (i) and (1) represents case L29.

given by equation (5) and results of numerical simulations
conducted with a drag coefficient for a single bubble in
the shear flow, given by equation (12). The reason for this
behaviour is that due to small values of mean void frac-
tions (ag) (in the range from 1.91 to 4.11 % in cases
examined), the magnitudes of inertial forces of water are

not affected if a drag coefficient of bubbles is calculated
for a single bubble in the uniform stream or a single bub-
ble in the shear flow. Therefore, there is no modification
of the liquid velocity profile.

For case L1 shown in Figure 6(a), liquid velocity
profile from experimental data agree very well with
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liquid velocity profile calculated in a numerical simula-
tion. However, for case L15, shown in Figure 6(b),
there is a small overprediction of numerical simulation
results for /R <0.6 and small underprediction of these
results for »/R>0.6. With the increase of liquid volu-
metric flux, these discrepancies are more pronounced,
which is confirmed in case L29 shown in Figure 6(c).

Regarding gas velocity profiles, for cases L1, L15
and L29, shown in Figure 6(d) to (f), respectively,
results of numerical simulations conducted with a drag
coefficient for a single bubble in the uniform stream,
equation (5), agree very well with results of numerical
simulations conducted with a drag coefficient for a sin-
gle bubble in the shear flow, equation (12). For all
cases examined, only a small difference between these
results is visible for »/R>0.8.

For case L1 (Figure 6(d)), the gas velocity profile
obtained from numerical simulations is slightly over-
predicted for /R <0.8 compared to the corresponding
experimental results, while the agreement of numerical
simulation results and experimental measurements for
r/R>0.8 is very good. For case L15 (Figure 6(¢)), the
gas velocity calculated in numerical simulations is
slightly larger than the gas velocity from experimental
data for /R <0.5. In contrast, for »r/R>0.5 gas velocity
calculated in numerical simulation is smaller than the
gas velocity measured in the experiment. This velocity
underestimation increases towards the pipe wall. For
case L29 (Figure 6(f)), there is an agreement between
experimental and numerical simulation results around
pipe axis (for r/R <0.2). However, for r/R>0.2, experi-
mental results of gas velocity are larger than the gas
velocity calculated in numerical simulations. Similar to
the case L15 (Figure 6(e)), this discrepancy increases
towards the pipe wall. It can be concluded that increase
in liquid volumetric flux increases discrepancy between
gas velocity profiles calculated in numerical simulations
and the corresponding experimental results.

Unlike the water velocity profile, the air velocity
profile shows the dependence on the choice of the drag
coefficient modelling. Taking into account the influence
of shear flow on the drag coefficient has an impact on
the air velocity profile, but in this case, it is small.

For cases L1, L15 and L29, it can be seen that pro-
files of void fraction (shown in Figure 6(g)—(i)), as well
as profiles of liquid turbulent kinetic energy (shown in
Figure 6(j)—(1)), obtained from numerical simulations
conducted with a drag coefficient for a single bubble in
a uniform stream agree very well with corresponding
numerical simulation results performed with a drag
coefficient for a single bubble in a shear flow.

For case L1, (Figure 6(g)), the agreement of radial
void fraction calculated in the numerical simulation
and experimental results is moderately good. However,
with the increase of liquid volumetric flux, cases L15
and L29 (shown in Figure 6(h) and (i), respectively),

numerical simulation results of void fraction become
larger than the corresponding experimental values for
r/R<0.8. At the same time, the void fraction peak near
the pipe wall becomes underpredicted by numerical
simulation (for both cases L15 and L29).

Experimental data of the radial distribution of liquid
turbulent kinetic energy for case L1, shown in Figure
6(j), are slightly larger and more uniform across the
cross-section than the results of liquid turbulent kinetic
energy obtained from numerical simulations. For case
L15, shown in Figure 6(k), the agreement of experimen-
tal results of liquid turbulent kinetic energy and corre-
sponding results of numerical simulations is moderately
good. However, further increase in liquid volumetric
flux increases discrepancies between experimental and
numerical simulation results, which is seen in Figure
6(1). As discussed in the results of Hosokawa and
Tomiyama,’ the reason for this discrepancy could be in
the interfacial force models and/or in BIT models.
Also, in numerical simulations monodisperse approxi-
mation has been used.

Shawcat et al

The first column of Figure 7 shows the liquid velocity
profiles from the experiment of Shawcat et al.** and
corresponding liquid velocity profiles calculated in
numerical simulations. In these figures, there is no dif-
ference in liquid velocity profiles if numerical simula-
tions are conducted with the drag coefficient for a
single bubble in a uniform stream (equation (5)) or with
a drag coefficient for a single bubble in a shear flow
(equation (12). The reason for this is that due to small
values of mean void fractions (ag) (2.30 and 3.55 % in
cases examined), large magnitudes of inertial forces of
water are not affected by small changes of drag forces
of bubbles. This behaviour is also described in the anal-
ysis of experimental and numerical simulation results
of cases from Liu.™

Experimental results show that liquid velocity distri-
bution is approximately uniform for »/R <0.6 in Figure
7(a) and for r/R < 0.4 in Figure 7(d)). Towards the pipe
wall, liquid velocity decreases slightly for both cases.

The second column of Figure 7 shows the radial dis-
tribution of air velocity. It is seen that air velocity pro-
files obtained in numerical calculations with a drag
coefficient for a single bubble in the uniform flow,
equation (5), and with a drag coefficient for a single
bubble in the shear flow equation (12) are almost iden-
tical. The pipe diameter used in Shawkat et al.* is
D = 200mm, which is larger than the pipe diameter
D = 38mm used in experiments of Liu.?’ The increase
in the pipe diameter, at similar liquid bulk velocity val-
ues, decreases the liquid velocity gradient. Considering
that a drag coefficient of a single bubble in a shear flow
depends on a liquid velocity gradient, which is seen
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Figure 7. Radial distribution of liquid phase velocity U\, gas phase velocity Ug and void fraction ag: (m) experimental data from
Shawkat et al.>%; (—) numerical predictions when drag coefficient is calculated for a single bubble in a uniform stream, equation (5);
(- - -) numerical predictions with included new correlation for the drag coefficient, equation (12). The diagrams (a), (b) and (c)
represents the results for case S|, while the diagrams (d), (e) and (f) represents the results for case S2.

from equations (11) and (12), it is concluded that the
influence of the new correlation for the drag coefficient
of a single bubble in a shear flow on air velocity pro-
files decreases as a liquid velocity gradient decreases.
This is why the influence of correlation (12) on air velo-
city profiles is visible in cases of Liu*® (Figure 6(d)—(f)),
while it is not visible in the cases of Shawkat et al.
(Figure 7(b) and (e)).

Results of numerical computations overpredict
liquid velocity in almost the entire cross-section, shown
in Figure 7(a) and (d). In contrast, numerical computa-
tions predict slightly lower air velocities relative to the
experimentally measured values, shown in Figure 7(b)
and (e).

The third column of Figure 7 shows the radial distri-
bution of the void fraction from experimental results
and void fraction calculated in numerical simulations.
Experimental results for the void fraction show an
approximately uniform radial distribution with a small
peak at »/R = 0.85. Towards the wall, void fraction
slowly decreases. However, numerical calculations over-
predict void fraction in the entire domain. This is more
pronounced in the case S2 (Figure 7(f)), for higher gas
volumetric flux. Numerical results show that the peak is
at a radial distance /R = 0.97 and after that, void frac-
tion decreases sharply. No values of turbulence kinetic
energy are available in this database.

Besides imperfections in interfacial forces and/or in
BIT models, as well as due to monodisperse approxi-
mation used in numerical simulations, an additional
source for disagreement between experimental and
numerical results in Figure 7 could be the difference
between liquid and gas volumetric fluxes obtained from
flowmeters and by integration of experimental mea-
surements obtained using optical and hot-film probes
in the measurement section. These differences for cases
of Shawkat et al. go up to around 10%, while for the
cases of Liu*® they go up to 1%. These errors cannot
be calculated for cases of Hosokawa and Tomiyama,’
since only relative velocity is available in the experi-
mental database. According to Figure 7(b) and (e),
probes overestimate air velocity along the complete
cross-section. In numerical simulations phase velocities
calculated from flowmeters are specified as velocity
boundary conditions at the inlet. These velocities are
shown in Table 1.

Conclusions

Upward turbulent bubbly flows in vertical pipes are
studied in the Euler-Euler framework of OpenFOAM.
In almost all previous numerical studies of these flows
available in the literature, high-Reynolds-number
(HRN) models were used. In this paper, the turbulent
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bubbly flow is analysed using the low-Reynolds-num-
ber (LRN) k-¢ model.

To account for the increase in the drag coefficient of
a single bubble due to shear (compared to drag coeffi-
cient of a single bubble in uniform flow), a relation of
Legendre and Magnaudet®' is examined. It is found
that the drag coefficient defined by Legendre and
Magnaudet,?' equation (10), goes to infinity towards
the pipe wall, with an increase especially pronounced in
cells near the pipe wall. That causes numerical instabil-
ities and therefore this correlation is not applicable
with LRN models.

To consider the increase in the drag coefficient of a
single bubble due to shear, but to provide stability of
numerical simulations performed with LRN models, a
new correlation for the drag coefficient (equation (12))
is proposed. The new correlation is based on linear
regression with experimental data of Hosokawa and
Tomiyama.’

To examine the effects of the proposed correlation
for the drag coefficient for a single bubble in a shear
flow (equation (12)), the results of numerical simula-
tions conducted with it are compared to the results of
numerical simulations conducted with the drag coeffi-
cient for a single bubble in a uniform stream (equation
(5)). The remaining conditions for these two types of
simulations are the same. Besides the drag force, other
interfacial forces taken into account by these numerical
simulations are: lift force of Shaver and Podowski,>
turbulent dispersion force of Burns et al.,® wall lubrica-
tion force of Lubchenko et al.® and virtual mass force.
The bubble induced turbulence model of Colombo and
Fairweather®’ is used in numerical simulations.

The numerical simulation results are compared
against experimental databases of Hosokawa and
Tomiyama,’ Liu*® and Shawkat et al.?

A comparison of numerical simulation results with
all three experimental databases shows that the choice
of correlation for calculating the drag coefficient,
whether it takes into account the influence of shear
flow (equation (12)) or not (equation (5)), has no signif-
icant effect on the profiles of liquid turbulent kinetic
energy & and void fraction ag.

The biggest influence of the increase of the drag coef-
ficient of a single bubble in shear flow (equation (12)),
compared to the drag coefficient of a single bubble in
uniform flow (equation (5)), is achieved on the relative
velocity of air and water, in the case of Hosokawa and
Tomiyama.’ In this case, without implementing a new
correlation for the drag coefficient, equation (12),
numerical simulations cannot correctly predict the rela-
tive velocity profile.

In the case of Hosokawa and Tomiyama® relative
velocity profiles are available, while in the other two
cases of Liu®" and Shawkat et al.,*® velocity profiles of
both phases are presented.

Analysing the results of Liu,* it is concluded that
the air velocity profile depends on the correlation
choice for the drag coefficient (equation (5) or equation
(12)), while this choice does not affect the water velo-
city profile.

As expected, in the case of Shawkat et al.%° the water
velocity profiles do not depend on whether equation (5)
or equation (12) is used in the calculation. However, in
this case, the air velocity profile also does not depend
on the drag coefficient modelling. As discussed in the
previous chapter, the influence of the new correlation
equation (12) on the air velocity profile decreases as the
liquid velocity gradient decreases. This is often the case
in larger diameter pipes.

Based on all the above, it is recommended to use a
new correlation for the drag coefficient equation (12)
which considers the influence of shear flow and which
is compatible with LRN models. For flows through
pipes of relatively small diameter (e.g. Hosokawa and
Tomiyama® and Liu®°), the velocity gradient has higher
values. In such cases, the use of equation (12) will lead
to a better prediction of the air velocity profile (and
thus the relative velocity profile). When the flow takes
place in pipes of larger diameter (e.g. Shawkat et al.°),
the velocity gradient usually has smaller values, so the
equation (12) will not lead to a change in the calcula-
tion results.

In all calculations, velocity profiles are predicted
with satisfactory accuracy. In some places, there are
larger deviations in the k£ and ag profiles compared
with experimental results. Different things can lead to
that. In numerical simulations, bubbles are represented
as monodisperse. In reality, the bubble sizes always dif-
fer by some amount. The difference in bubble size can
influence flow dynamics. To capture this effect, in
future studies, population balance simulations will be
conducted. Also, to enable more accurate numerical
studies of two-phase air-bubbly flows, additional
improvements of interfacial forces models and BIT
models are necessary.

The numerical solver created in this study is freely
available at the Github: https://github.com/darkora-
denkovic/EulerEulerSimulationsInOpenFoam.git.

The developed solver can further be used in the
development of more advanced wall functions in the
context of turbulent wall-bounded bubbly flows or in
turbulent bubbly flow studies where fine resolution of
flow quantities is necessary.


https://github.com/darkoradenkovic/EulerEulerSimulationsInOpenFoam.git
https://github.com/darkoradenkovic/EulerEulerSimulationsInOpenFoam.git
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